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Abstract

We present methods for dealing with missing variables in the context of Gaussian Processes and Support Vector Machines. This solves an important problem which has largely been ignored by kernel methods: How to systematically deal with incomplete data? Our method can also be applied to problems with partially observed labels as well as to the transductive setting where we view the labels as missing data.

Our approach relies on casting kernel methods as an estimation problem in exponential families. Hence, estimation with missing variables becomes a problem of computing marginal distributions, and finding efficient optimization methods. To that extent we propose an optimization scheme which extends the Concave Convex Procedure (CCP) of Yuille and Rangarajan, and present a simplified and intuitive proof of its convergence. We show how our algorithm can be specialized to various cases in order to efficiently solve the optimization problems that arise. Encouraging preliminary experimental results on the USPS dataset are also presented.

1 Introduction

Kernel methods [12] have been remarkably successful for standard classification and regression problems. However, they have also been found very effective in dealing with a variety of related learning problems such as sequence annotation, conditional random fields, multi-instance learning, and novelty detection. Many algorithms for Gaussian Processes (GP) and Support Vector Machines (SVM) bear witness of this. One problem, however, has remained completely untouched so far: How to deal with datasets which exhibit missing variables?

In the following, we will develop a framework to deal with such cases in a systematic fashion. Our analysis is based on the observation that kernel methods can be written as estimators in an exponential family. More specifically, Gaussian Processes can be seen to be maximizing the negative log-posterior under a normal prior on the natural parameter of the exponential density, whereas Support Vector Machines maximize the likelihood ratio. Based on this observation, we provide a method for dealing with missing variables in such a way that standard kernel methods arise as a special case, whenever there are no missing variables.

To solve the optimization problems arising in this context – a concave-convex objective function with both convex and concave constraints – we extend the CCP algorithm of [16] for finding local optima and give an intuitive proof for its convergence.

The rest of the paper is organized as follows. In Section 2.1 we discuss exponential families in feature space and in Sections 2.2 - 2.4 we present methods to deal with missing data. In Section 2.5 we show how Gaussian Processes and Support Vector Machines can be extended to deal with missing data. Section 3 is devoted to the discussion of the Constrained Concave Convex Procedure (CCCP) and its application to Gaussian Processes and Support Vector Machines. We discuss some implementation tips in Section 4 and present experimental results on the USPS dataset in Section 5. An outlook and a discussion in Section 6 conclude the paper.

2 The Model for Incomplete Data

2.1 Exponential Families

We begin with a definition of exponential families: Denote by $\mathcal{X}$ the domain of observations, and let $\phi(x)$ with $x \in \mathcal{X}$ refer to a vector of sufficient statistics.
Then, a member of the exponential family of densities can be defined in exponential normal form via
\[
p(x; \theta) = p_0(x) \exp \left( \langle \phi(x), \theta \rangle - g(\theta) \right),
\]
where
\[
g(\theta) = \log \int_{\mathcal{X}} p_0(x) \exp(\langle \phi(x), \theta \rangle) \, dx.
\]

Here, \( p_0(x) \) is a suitably chosen underlying measure, \( \theta \) is the natural parameter, \( g(\theta) \) is the log-partition function, often called the cumulant generating function, and \( \langle \cdot, \cdot \rangle \) denotes a scalar product in an Euclidean space, or more generally in a Reproducing Kernel Hilbert Space (RKHS) \( \mathcal{H} \). Without loss of generality, and for ease of exposition, we will ignore the underlying measure \( p_0(x) \) for the rest of the paper.

Let \( \mathcal{Y} \) denote the space of labels, and \( \phi(x, y) \) be the sufficient statistics of the joint distribution associated with \( (x, y) \in \mathcal{X} \times \mathcal{Y} \). For the purpose of classification we are mainly concerned with estimating conditional probabilities. Therefore, we extend the exponential families framework to conditional probabilities. Here we have
\[
p(y|x; \theta) = \exp \left( \langle \phi(x, y), \theta \rangle - g(\theta|x) \right),
\]
and
\[
g(\theta|x) := \log \int_{\mathcal{Y}} \exp(\langle \phi(x, y), \theta \rangle) \, dy.
\]

In analogy to the above case, \( g(\theta|x) \) is commonly referred to as the conditional log-partition function.

Both \( g(\theta) \) and \( g(\theta|x) \) are convex \( C^\infty \) functions in \( \theta \) and they can be used to compute cumulants of the distribution \[6 \] [4], for instance:
\[
\begin{align*}
\partial_\theta g(\theta) &= \mathbb{E}_{p(x|\theta)}[\phi(x)], \\
\partial^2_\theta g(\theta) &= \text{Var}_{p(x|\theta)}[\phi(x)], \\
\partial_y g(\theta|x) &= \mathbb{E}_{p(x,y|\theta)}[\phi(x, y)|x], \\
\partial^2_y g(\theta|x) &= \text{Var}_{p(x,y|\theta)}[\phi(x, y)|x].
\end{align*}
\]

2.2 Incomplete Training Data

In the following, we will deal with the problem of estimating \( p(y|x; \theta) \) or a related quantity based on a set of observations \( (x_i, y_i) \in \mathcal{X} \times \mathcal{Y} \) with \( i = 1, \ldots, m \). More specifically, we allow that some of the \( x_i \) have been observed only partially, that is, we may partition the observations as \( x_i = (x^o_i, x^u_i) \), where \( x^o_i \) represents the observed part and \( x^u_i \) is the unobserved part of the data (see [3] for a detailed description of how missing data may arise and how it is typically treated in an Expectation Maximization (EM) context). Observe that we allow for different sets of missing variables for different data points.

The first step is to extend [3] to partially observed data. Clearly
\[
p(x^u, y|x^o; \theta) = \exp \left( \langle \phi(x^o, x^u, y), \theta \rangle - g(\theta|x^o) \right).
\]
Integration over the unobserved part of \( x \), that is, \( x^u \), and direct calculation yields
\[
p(y|x^o; \theta) = \int_{\mathcal{X}^u} \exp \left( \langle \phi(x^o, x^u, y), \theta \rangle - g(\theta|x^o) \right) \, dx^u
= \exp(g(\theta|x^o, y) - g(\theta|x^o)),
\]
with a suitable definition of \( g(\theta|x^o, y) \). In other words, the conditional probability \( p(y|x^o; \theta) \) is now given by the exponential of the difference of two conditional log-partition functions. This poses two problems:

- Computing the log-partition function is a non-trivial problem [13]. In particular, the computation of \( g(\theta|x^o) \) and \( g(\theta|x^o, y) \) may pose additional difficulties. This is because the joint sufficient statistics might lead to an intractable integral. However, in many real life applications the data is discrete and only a small number of variables are missing. In these cases, one can either resort to brute force computation or exploit the algebraic structure of the integrand.
- The negative log-likelihood, \(-\log(p(y|x^o; \theta))\), ceases to be a convex function. This means that the optimization problems arising from estimation with missing variables may involve many local optima. In Section 3 we will present an optimization method to deal with this problem by extending the CCP of [10] as well as a second method based on the EM algorithm.

2.3 Incomplete Labels

Using ideas similar to those used for handling missing training data we can also handle data with missing labels. As before, we partition \( y_i = (y^o_i, y^u_i) \) and integrate out the unobserved part of the labels to yield
\[
p(y^o|x; \theta) = \int_{\mathcal{Y}^u} \exp \left( \langle \phi(x, y^o, y^u), \theta \rangle - g(\theta|x) \right) \, dy^u
= \exp(g(\theta|x, y^o) - g(\theta|x)).
\]
2.4 Transduction

Transduction can be viewed as an extreme case of incomplete labels. Typically, we are given a set of observations with a few missing labels. The task is to predict these missing labels. We now compute a probability distribution on the missing labels, given by

\[ p(y^u|x, y^o; \theta) = \exp \left( \langle \phi(x, y^o, y^u), \theta \rangle - g(\theta|x, y^o) \right). \]

In order to compute the above density we need to compute

\[ g(\theta|x, y^o) = \log \int_{y^u} \exp(\langle \phi(x, y^o, y^u), \theta \rangle) \, dy^u. \] (8)

If the space of labels \( \mathcal{Y} \) is large, and many labels are missing, then computing the above integral is a non-trivial task and we need to resort to Monte-Carlo sampling methods or other similar high dimensional integration techniques in order to perform prediction.

2.5 Conditional Probabilities and Estimators

Our discussion so far has been very generic. In this section, we focus on two particular kernel algorithms. First, we show how Gaussian Processes can be viewed as estimators in exponential families. Then, we discuss the well known Support Vector Machines in the context of exponential families. Using our discussion above, we also show how both these algorithms can handle missing data in a natural way.

**Gaussian Process Classification:** If the training data is assumed to be generated IID from an exponential family distribution, the MLE problem for exponential families is to minimize

\[ -\log p(\theta|X, Y) = \sum_{i=1}^{m} -\log p(y_i|x_i, \theta) = \sum_{i=1}^{m} g(\theta|x_i) - \langle \phi(x_i, y_i), \theta \rangle. \]

Since we are considering an exponential family in feature space, the sufficient statistics are possibly infinite dimensional. To avoid over-fitting the data we consider a prior over the parameter \( \theta \).

One can show \[11\] that Gaussian Processes can be seen as estimators, where the prior on the natural parameter is normal, that is,

\[ p(\theta) \propto \exp \left( -\frac{1}{2\sigma^2}||\theta||^2 \right). \]

To see this, observe that under the above prior \( p(\theta|x, y) = \langle \phi(x, y), \theta \rangle \) is a Gaussian Process. This is

because \( \theta \) is normally distributed with zero mean, and \( \mathbb{E}_\theta[t(x, y)] = 0 \) and the covariance (kernel) matrix is given by

\[ k((x, y), (x', y')) = \langle \phi(x, y), \phi(x', y') \rangle. \]

This argument is similar to the one used by \[15\] to establish a connection between Support Vector Machines and Gaussian Processes.

As a special case we let \( \mathcal{Y} = \{ \pm 1 \} \) and consider the choice \( \phi(x, y) = y\phi'(x) \). This gives us \( k((x, y), (x', y')) = y_i y_j \cdot k'(x, x') \) where \( k'(x, x') = \langle \phi'(x), \phi'(x') \rangle \).

Now using the normal prior, the MAP estimation problem for exponential families is to minimize

\[ -\log p(\theta|X, Y) = \sum_{i=1}^{m} -\log p(y_i|x_i, \theta) + \frac{||\theta||^2}{2\sigma^2} \] (9)

\[ = \sum_{i=1}^{m} g(\theta|x_i) - \langle \phi(x_i, y_i), \theta \rangle + \frac{||\theta||^2}{2\sigma^2}. \]

Observe that the MAP estimation problem \[9\] is convex, and by the representer theorem \[11\], the minimizer \( \theta^* \) can be found in the span of \( \{ \phi(x_i, y) \text{ where } y \in \mathcal{Y} \} \). So far, this interpretation of Gaussian Processes is consistent with the classical viewpoint.

We now turn to the setting with incomplete input data (the setting with missing labels is analogous and can be handled similarly). Here, all we need to do is to replace \( p(y_i|x_i, \theta) \) by \( p(y_i|x_i^o, \theta) \). Using \[6\] this leads to the following problem:

\[ \text{minimize} \sum_{i=1}^{m} [g(\theta|x_i^o) - g(\theta|x_i, y_i)] + \frac{1}{2\sigma^2}||\theta||^2. \] (10)

Unlike \[6\], the above problem is no longer convex, and we will need a more sophisticated method to solve it.

In Section 3 we show how the CCCP method can be used to solve this optimization problem efficiently.

It is easy to check that \( g(\theta|x_i^o, y_i) = \langle \phi(x_i^o, y_i), \theta \rangle \) if \( x_i^o = x_i \), that is, we recover the original Gaussian Process optimization problem whenever the set of observations is complete.

**Support Vector Classification:** Gaussian Processes maximize the log-likelihood using a normal prior on the parameters. Instead of directly maximizing the log-likelihood, one may want to maximize the log-likelihood ratio between the correct label and the most likely incorrect labeling \[9\]. This leads to the following
cost function:
\[ r(x, y; \theta) := \log \frac{p(y|x; \theta)}{\max_{\hat{y} \neq y} p(\hat{y}|x; \theta)} \]
\[ = \langle \phi(x, y), \theta \rangle - \max_{\hat{y} \neq y} \langle \phi(x, \hat{y}), \theta \rangle. \]
(12)

In order to take the margin into account, we use
\[ c(x, y; \theta) := \max(1 - r(x, y; \theta), 0) \]
which is essentially a clipped version of \( r(x, y; \theta) \).

To see the connection to binary Support Vector Machines, assume \( Y \in \{ \pm 1 \} \) and \( \phi(x, y) = \frac{1}{2} \phi'(x) \). Then, \( r(x, y; \theta) = y_i \langle \phi'(x), \phi'(x') \rangle \) and \( c(x, y; \theta) = \max(1 - y_i \langle \phi'(x), \phi'(x') \rangle, 0) \) which essentially recovers the hinge loss. Therefore, our loss function is simply a generalization of the hinge loss to multi-class Support Vector Machines.

In fact, the MAP estimate in this case is found by solving
\[ \arg\min_{\theta} \sum_{i=1}^{m} c(x_i, y_i; \theta) + \frac{1}{2\sigma^2} \|\theta\|^2. \]
(13)

To recover soft margin estimates, one simply needs to introduce slack variables into the above equation.

The main difference between the Support Vector Machine and the Gaussian process optimization problem is that, in the case of Support Vector Machines, the cost function \( c(x, y; \theta) \) does not depend on the log-partition function. Instead, it is given by the difference between scalar products.

An extension to missing variables is now straightforward: all we need to do is to replace the conditional probability estimates in the fully observed case by their counterparts for partially observed data. Using (6) and (11) we have
\[ r(x, y; \theta) = g(\theta|x^o, y) - \max_{\hat{y} \neq y} g(\theta|x^o, \hat{y}). \]

Finally, we can introduce slack variables and extend [13] into a constrained optimization problem for missing variables:
\[ \text{minimize} \frac{1}{2\sigma^2} \|\theta\|^2 + \sum_{i=1}^{m} \xi_i \]
\[ \text{s.t.} \ g(\theta|x^o_i, y_i) - \max_{\hat{y} \neq y_i} g(\theta|x^o_i, \hat{y}) \geq 1 - \xi_i \]
\[ \xi_i \geq 0. \]
(14a)
(14b)
(14c)

The difference between (14) and (13) is that now the constraints, as specified by (14b), are non-convex. Therefore, the minimization is no longer a convex problem, and we need, for instance, an iterative scheme to enforce these constraints.

As before, if \( x^o_i = x_i \), that is, if no data is missing, we have \( g(\theta|x^o_i, y_i) = \langle \phi(x^o_i, y_i), \theta \rangle \) and (14) reduces to a version of (13) which incorporates slack variables.

3 Optimization

As stated in Section 2.5, the optimization problems that arise when data is missing are no longer convex. Hence, it is a non-trivial task to solve them. In the case of Gaussian Processes one could invoke an EM like algorithm to perform maximum likelihood estimation over the joint set of parameters \( (\theta, \{ x_1^o, \ldots, x_n^o \}) \) directly. But, it is not clear how such an algorithm can be extended to incorporate non-convex constraints which arise in the case of Support Vector Machines with missing variables.

Instead, we take a small detour: EM can also be viewed as a consequence of the CCP [16]. This provides us with a strategy to use similar algorithms for constrained problems by extending CCP to the Constrained CCP.

3.1 The Constrained Concave Convex Procedure

**Theorem 1 (Constrained CCP)** Denote by \( f_i, g_j \) real-valued convex and differentiable functions on a vector space \( \mathcal{X} \) for all \( i \in \{0, \ldots, n\} \), and let \( c_i \in \mathbb{R} \) for \( i \in \{1, \ldots, n\} \). Then, Algorithm 1 converges to a local minimum of the following optimization problem, provided that the linearization of the nonconvex constraints in conjunction with the convex constraints satisfy suitable constraint qualifications at the point of convergence of the algorithm.

\[ \text{minimize} f_0(x) - g_0(x) \]
\[ \text{s.t.} \ f_i(x) - g_i(x) \leq c_i \text{ for all } 1 \leq i \leq n \]
(15a)
(15b)

In the following, we denote by \( T_n \{ f, x \} (x') \) the \( n \)th order Taylor expansion of \( f \) at location \( x \), that is, \( T_1 \{ f, x \} (x') = f(x) + \langle x' - x, \partial_x f(x) \rangle \).

**Algorithm 1** Constrained Concave Convex Procedure

1. Initialize \( x_0 \) with a random value
2. repeat
   3. find \( x_{t+1} \) as the solution of the convex optimization problem
   4. \[ \text{minimize} f_0(x) - T_1 \{ g_0, x_t \} (x) \]
   5. s.t. \( f_i(x) - T_1 \{ g_i, x_t \} (x) \leq c_i \forall i \)
(16a)
(16b)
6. until convergence of \( x_t \)
Proof The key idea of the proof is that for any convex function, the first order Taylor expansion is a lower bound, that is, \( g_i(x) \geq T_1\{g_i, x_i\}(x) \) for all \( x, x_i \in \mathcal{X} \). Consequently for all \( x, x_i \in \mathcal{X} \) and \( 0 \leq i \leq n \) we have
\[
f_i(x) - T_1\{g_i, x_i\}(x) \geq f_i(x) - g_i(x). \quad (17)
\]
By construction, equality holds at the point of expansion \( x = x_i \). This means that for every \( x_i \), (17) is an upper restriction of (15). In other words, every \( x \) feasible in (16a) is also feasible in (15b). Moreover, the objective function (16a) is an upper bound of (15a).

When \( x = x_i \), the values of (15) and (16) match. Consequently, minimizing (16) leads to \( x_{t+1} \) with a lower value of the objective function (15a). This is because of two facts: Firstly, (16) presents an upper bound on (15). Secondly, when replacing the expansion at \( x_i \) by the one at \( x_{t+1} \), the objective function may only decrease. To see this, observe that, by convexity we have
\[
f_0(x_{t+1}) - T_1\{g_0, x_1\}(x_{t+1}) \geq f_0(x_{t+1}) - g_0(x_{t+1}),
\]
but, by definition we have
\[
f_0(x_{t+1}) - g_0(x_{t+1}) = f_0(x_{t+1}) - T_1\{g_0, x_{t+1}\}(x_{t+1}).
\]
Next, we need to prove that if the \( x_i \) converge, then we actually arrived at a minimum or a saddlepoint of the optimization problem. We show this by proving that at stationarity a saddlepoint in the Lagrange function corresponding to (15) is also a saddlepoint in the Lagrange function corresponding to (16) with the same set of dual variables.

Now, assume that the above algorithm converges to \( x^* \) and let \( \alpha^* \) be the dual variables of (16). By stationarity, the convex restriction at \( x^* \) satisfies the constraint qualifications and the Lagrange function of (16) has a saddle point in \( x^*, \alpha^* \).

However, by construction, the linearization is tight at \( x^* \), so \( \alpha^* \) also satisfies the Kuhn-Tucker conditions for (15a) and the derivatives of the Lagrangian of (15a) match those of their counterpart from (16a) at \( x^* \). So we showed that if the convex restriction has a saddle point in the Lagrangian, so does the original problem.

This gives us a simple procedure to perform optimization even in a constrained nonconvex problem: simply linearize the constraints at every step and solve the resulting convex problem.

Remark 2 (CCP) The CCP is a special case of theorem \[7] where there are no constraints. In this case the first order conditions for the solution of (16a) amount to \( \partial_t f_0(\theta) - \partial_0 g_0(\theta_t) = 0 \). This is exactly what [16] propose.

3.2 Application to GP Classification
Recall that for Gaussian Process classification with missing variables the MAP-estimation problem (10) becomes that of solving
\[
\text{minimize } \sum_{i=1}^m [g(\theta|x_i^o) - g(\theta|x_i^o, y_i)] + \frac{1}{2\sigma^2}||\theta||^2.
\]
We define
\[
\partial_\theta g(\theta|x^o) = E_{p(x,y;\theta)}[\phi(x,y)|x^o;\theta] := E(\theta, x, y),
\]
and
\[
\partial_\theta g(\theta|x^o, y_i) = E_{p(x,y;\theta)}[\phi(x,y)|x^o, y;\theta] := F(\theta, x, y).
\]
Using the above, and the first-order optimality conditions of Remark 2, the Gaussian Process optimization problem can now be expressed as:
\[
\sum_i E(\theta, x_i, y) - F(\theta_t, x_i, y_i) + \frac{1}{\sigma^2} \theta = 0. \quad (18)
\]
Note that while the first expectation depends on \( \theta \), the second one is taken for a fixed value \( \theta_t \), which is the solution of the previous iteration of the optimization problem. We can now specialize Algorithm [1] to this case by iterating the above repeatedly with respect to \( \theta \). To show that our algorithm is identical to the EM algorithm, we show that an identical optimization problem arises out of the EM algorithm.
Recall that in the expectation step of EM one computes the value of the expected log-likelihood with respect to the given set of parameters \( \theta_t \), that is, we compute
\[
E_{p(x,y;\theta_t)} \left[ \sum_{i=1}^m - \log p(y_i, x_i^o|x_i^o, \theta) + \frac{1}{2\sigma^2}||\theta||^2 \right]. \quad (19)
\]
Observe that
\[
E_{p(x,y;\theta_t)} [g(\theta|x_i^o)] = g(\theta|x_i^o),
\]
and
\[
E_{p(x,y;\theta_t)} \left[ \frac{1}{2\sigma^2}||\theta||^2 \right] = \frac{1}{2\sigma^2}||\theta||^2.
\]
Using the linearity of expectation, the above observations, and (5) we can re-write (19) as
\[
\sum_{i=1}^m [g(\theta|x_i^o) - \langle F(\theta_t, x_i, y_i), \theta \rangle] + \frac{1}{2\sigma^2}||\theta||^2. \quad (20)
\]
In the maximization step of EM, one computes the value of \( \theta \) which maximizes the above expectation. First order optimality conditions for (20) are found by
eral technical problems need to be overcome: it may not be possible to compute the log-partition function or its derivatives exactly. The solutions cease to be sparse, as they are given by linear combinations of conditional expectations. Sometimes, the dimensionality of the space might be so large that high dimensional integration techniques may need to be employed. In this section we discuss a few ideas which can be used to overcome the above problems.

The Representer Theorem: It follows from the generalized representer theorem \[1\] that the solution \(\theta^*\) of both Support Vector Machine and Gaussian Process classification satisfies

\[
\theta^* \in \text{span} \{\Phi(x_i^n, x_i^o, y) \text{ where } x_i^n, y \text{ are free}\}. \tag{23}
\]

This means that the cardinality of the basis for \(\theta\) is typically very large, sometimes even infinite. This might happen, for instance, when either the input space \(X\) or the label space \(Y\) have large dimensionality. This is clearly not desirable and we need an alternative. This is given in the form of an incomplete Cholesky factorization of the kernel matrix, either by sparse greedy approximation \[13\] or by positive diagonal pivoting \[2\]. For practical purposes we used the latter based on the kernel matrix arising from complete data pairs. The advantage is that instead of conditional expectations of \(\Phi(x, y)\), which could be infinite dimensional, we now only need to compute conditional expectations over kernel values, that is

\[
\mathbb{E}_{x^n}[\Phi(x^n, y^n; \theta), \Phi(x', y')] = \mathbb{E}_{x^n}[k((x, y), (x', y'))|x^n]. \tag{24}
\]

Likewise, second derivatives with respect to \(\theta\) are given by covariances over kernel values.

In other words, instead of allowing the solution to lie in a possibly infinite dimensional space we constraint it to lie in a subspace spanned by the fully observed variables. This can lead to significant computational advantages. Of course, the downside is that the solution that we obtain might be sub-optimal since we are enforcing our constraint satisfaction conditions on only a subspace.

The log-partition function: The second issue, and arguably a very thorny one, is that one needs to be able to compute the value of the log-partition function for both the conditional as well as the unconditional densities. If suppose the number of missing variables is very small, and furthermore, if they can take only a small number of discrete values, then brute force computation of the conditional log-partition function is feasible.

In all other cases, we need to resort to methods for numerical quadrature, such as those discussed in \[8\].
The key difference to before is that now we will not even be able to reach a local optimum exactly but only up to the level of precision provided by the numerical integration method. A simple approximation is to use a Monte-Carlo estimate over the domain of missing variables instead of an exact integral. In other words, to compute

\[ E_{p(x,y)}[k((x, y), (x', y'))|x''], \]

we use the approximation

\[ \sum_{x' \in X} k((x, y), (x', y')) e^{\langle \Phi(x, y), \theta \rangle} \]

where \( x'' \) is drawn uniformly from the domain of observations.

**Stochastic Gradient Descent** Finally, instead of performing a new Taylor expansion at every new step, we may also perform stochastic gradient descent on the objective function itself. This may be preferable whenever the constrained optimization problem becomes highly nontrivial. Essentially, in this case we only perform conditional expectations for the particular observation at hand. Standard considerations for stochastic gradient descent methods apply [3].

5 Experiments

We use the well known US Postal Service (USPS) dataset. It contains 9298 handwritten digits (7291 for training and 2007 for testing), collected from mail envelopes in Buffalo [4]. Upto 25% of pixels (64 pixels out of 256) from each data point in the training set were randomly selected and their values were erased. A Sparse Greedy matrix approximation using a maximum of 1000 basis functions was used to approximate the kernel matrix. We use the Gaussian kernel

\[ k(x, x') = \exp \left( \frac{\|x - x'\|^2}{2\sigma^2} \right), \]

and tune the \( \sigma \) parameter using cross validation. Regularization parameters previously reported in the literature [10] were used for all our experiments. To estimate the integrals we used a Monte-Carlo sampling technique using 50 configurations of missing data generated uniformly at random. We then used a block Jacobi method in conjunction with the CCCP algorithm in order to train a multi-class Gaussian Process. We obtained the best error rate of 5.8%. Contrast this with the best error rate of around 4.0% reported for the Gaussian kernel on the same dataset [10]. We noticed that estimating the integrals by using many samples decreases the error rate but takes significantly longer amounts of time to compute and converge.

In the second experiment, we replaced the missing values by their mean values from other observed data. This is commonly known as mean imputation [3]. We obtain the best error rate of 6.08% for this procedure. As can be see the error rates achieved by our method is marginally better than that obtained by mean imputation. This phenomenon was also observed by [3]. We believe that more sophisticated numerical integration techniques to estimate integrals will significantly improve the performance of our algorithm.

6 Discussion and Outlook

In this paper, we presented a principled method for dealing with missing data using exponential families in feature space. We outlined methods to deal with missing training data as well as partially observed labels. Transduction can be viewed as a special case of our framework. We then showed how Gaussian Processes and Support Vector Machines can be extended to missing data by using our framework. In order to solve the non-convex optimization problem that arises we presented a generalization of the Convex Concave Procedure to incorporate non-convex constraints. We also discussed a simple proof of convergence for our algorithm. Preliminary experimental results are encouraging.

Clearly, computation of the log-partition function is the most expensive step in our algorithm. Faster approximation algorithms viz. Quasi Monte Carlo sampling methods need to be explored for computing the log-partition function. Extending our results to graphical models and other similar density estimators remains the focus of future research.
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