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1 Introduction

Extreme value analysis, which focuses on the study of the tail behavior of a stochastic processes, plays a key role in a number of fields, such as environmental sciences and finance. The literature on extreme value analysis for independent and identically distributed observations is well developed. One popular approach is to model blockwise maxima using the generalized extreme value distribution (Fisher and Tippett, 1928; Gnedenko, 1943). Alternative approaches include modeling the exceedances over a given threshold using a generalized Pareto distribution (Pickands, 1975; Davison and Smith, 1990), or joint modeling of exceedances and the time of their occurrence using a non-homogeneous Poisson process (Smith, 1989; Coles and Tawn, 1996). For a detailed review of statistical models for univariate extremes see, for example, Kotz and Nadarajah (2000) and Coles (2001).

The literature on modeling extremes from more general stochastic processes is less well developed. A simple extension of the blockwise maxima approach can be obtained by assuming that observations are conditionally independent according to a generalized extreme value distribution and introducing dependence across space and/or time by modeling its parameters using, for example, Gaussian processes and/or dynamic linear models (Huerta and Sansó, 2007; Cooley et al., 2007; Sang and Gelfand, 2009). Alternatively, one may consider max-stable processes (Smith, 1990; Schlather, 2002), which provide another natural generalization of the generalized extreme value distribution. Although this approach is appealing from a theoretical perspective, likelihood-based inference for max-stable processes is difficult, since in most cases no closed-form expression for the likelihood is available. Hence, most inference procedures for max-stable processes employ composite likelihoods (Padoan et al., 2010; Genton et al., 2011), which are unappealing from a Bayesian perspective. We note however that the hierarchical model of Reich and Shaby (2012) yields full Bayesian analysis of a particular class of spatial max-stable processes.

This paper pursues a different approach to modeling the extremes of inhomogeneous temporal processes. We consider an extension of the point process approach discussed in Coles and Tawn (1996) that allows for a more general structure for the intensity function of the underlying Poisson point process. More specifically, we use nonparametric mixtures of bivariate kernels to model the intensity function associated with the times and values of the exceedances over a given threshold. A related approach was
discussed in Kottas and Sansó (2007), where mixtures of bivariate beta kernels were used to model the intensity function of the point process. Here, we provide a more scientifically relevant modeling framework for extremes by considering alternative types of mixtures for the Poisson process intensity which ensure that the marginal distributions of the underlying process belong to the Fréchet domain of attraction. Moreover, we develop inference for important extreme value analysis functionals, including different types of return level functions. Our approach also shares some similarities with that of Coles et al. (1994), which extends the point process approach to allow for temporal dependence across locations. Nonparametric mixture models have also been applied to create more flexible models for the extremes of independent and identically distributed observations by using mixtures of Pareto distributions to model the exceedances over a given threshold (Tressou, 2008).

The rest of the article is organized as follows. In Section 2, we present the proposed nonparametric mixture modeling approach, including discussion of relevant background, details of the model formulation, theoretical results, and definition of return level functions. In Section 3, we provide details on model implementation, including methods for prior specification and posterior simulation. Section 4 illustrates the methodology using a simulated data example and a real data set of daily returns of the Dow Jones index over a five year period. Finally, Section 5 offers concluding remarks.

2 Nonparametric point process modeling for analysis of extremes

2.1 Background and Motivation

Let $X_1, \cdots, X_r$ be a sequence of independent random variables with common distribution function $F_0$. Consider modeling jointly the time and value of exceedances as a point process (e.g., Joe et al., 1992), that is, for regularly spaced observations, we consider the ordered pairs $\{(j, X_j) : j = 1, \ldots, r\}$, where the first entry denotes the period over which each observation is collected. If we restrict attention to those observations that fall above a given threshold $u$, then our sample is thinned to the pairs $\{(Z_i, Y_i) : i = 1, \ldots, n\}$, where $n \leq r$, $Y_i$ is the value of the $i$-th exceedance, and $Z_i$ is the time at which the $i$-th exceedance occurred.

The pairs $\{(Z_i, Y_i) : i = 1, \ldots, n\}$ can be regarded as arising from a two-dimensional point process
\{N(A) : A \subset \mathcal{A} = \{1, \ldots, r\} \times [u, \infty)\}$. Pickands (1971) showed that the limiting form of this point process as $u \to \infty$ is a bivariate non-homogeneous Poisson process (NHPP) with intensity function
\[
\frac{1}{\sigma} \left\{ 1 + \xi \left( \frac{y - \mu}{\sigma} \right) \right\}^{-1/\xi - 1}_+
\]
where $z_+ = \max\{z, 0\}$. Here, the shape parameter $\xi$ is determined by the tail behavior of $F_0$. In particular, if $F_0$ has polynomial tails then $\xi > 0$, in which case we say that $F_0$ is in the Fréchet domain of attraction. On the other hand, if $F_0$ has bounded support then $\xi < 0$, while $\xi \to 0$ corresponds to the limit when $F_0$ has exponential tails. Note that this specification implies that the distribution of the blockwise maximum is given by
\[
P(y) = \Pr(\max\{X_1, \ldots, X_r\} > y) = 1 - \exp \left[ - \left\{ 1 + \xi \left( \frac{y - \mu}{\sigma} \right) \right\}^{-1/\xi}_+ \right],
\]
which corresponds to the generalized extreme value distribution. Similarly, we can compute the conditional distribution of the exceedances over the threshold $u$ as
\[
\Pr(X \leq y \mid X > u) = 1 - \left\{ 1 + \frac{\xi (y - u)}{\sigma + \xi (u - \mu)} \right\}^{-1/\xi}_+, \quad y \geq u
\]
which is the generalized Pareto distribution. Bayesian inference for this class of models, including elicitation of informative priors from experts, is discussed in Coles and Tawn (1996).

This paper is concerned with extending the point process approach for modeling the tails of a general stochastic process $\{X_t : t \in [0,T]\}$. In the sequel, we denote by $F_t$ the marginal distribution function for $X_t$, which is related to the conditional distribution of the exceedances over a threshold $u$ at time $t$ through $\Pr(X_t \leq y \mid X_t > u) = \{F_t(y) - F_t(u)\}/\{1 - F_t(u)\}$, for $y \geq u$. Similarly, $P_t(y)$, the distribution of the blockwise maxima at time $t$, can be defined by considering an imaginary sample $X_{t,1}, \ldots, X_{t,r}$, independent and identically distributed from $F_t$, such that $P_t(y) = \Pr(\max_{i \leq r} \{X_{t,i}\} > y)$. In our approach, the pairs $\{(Z_i, Y_i) : i = 1, \ldots, n\}$ are again treated as a realization from a NHPP, here, on $\mathcal{A} = [0, T] \times [u, \infty)$, with intensity function $\lambda(t,y)$, so that $N(A) \sim \text{Poi} \left\{ \int_A \lambda(t,y) \, dy \right\}$ for any measurable set $A \subset \mathcal{A}$.

Our focus is on general modeling for the intensity function of extremes to provide more flexible infer-
ence than the limiting parametric intensity form in (1), which is notably restricted by time homogeneity.
To this end, we formulate a mixture model for \( \lambda(t,y) \) by exploiting the connection of the NHPP intensity with a density function. We build on a modeling approach originally developed in Kottas and Sansó (2007), which has also been applied to analysis of immunological studies (Ji et al., 2009), tracking the intensity of violent crime (Taddy, 2010), and neuronal data analysis (Kottas and Behseta, 2010; Kottas et al., 2012a). Our objective is to develop a flexible inferential framework for extreme value analysis. Hence, in contrast to this earlier work, we seek more structured modeling for the kernel in the mixture representation for \( \lambda(t,y) \) to achieve a balance between desirable theoretical properties for the tail behavior of the marginal distribution \( F_t \), and general inference for key extreme value analysis functionals.

Regarding the threshold \( u \), for the illustrative analysis of the daily returns for the Dow Jones index (see Section 4.2), we fix it at a value that is reasonably representative of exceedances that correspond to extreme drops in the index. For more substantive applications of the methodology the specification of the threshold should be treated as a component of scientific or policy making considerations for the particular problem at hand.

2.2 The Modeling Approach

To generate a flexible model for extreme value analysis under the point process approach, we aim at estimating nonparametrically the intensity function, \( \lambda(t,y) \), over time and exceedance values. The key observation underlying our modeling approach is that the NHPP intensity function can be decomposed as \( \lambda(\cdot) = \gamma f(\cdot) \), where \( \gamma \equiv \Lambda(\mathcal{A}) = \int_{\mathcal{A}} \lambda(t,y)\,dt\,dy \) is the total intensity of exceedances, and \( f(\cdot) = \lambda(\cdot)/\Lambda(\mathcal{A}) \) is a density function on \( \mathcal{A} \), which fully controls the shape of the intensity function. The implicit assumption is that \( \Lambda(\mathcal{A}) < \infty \), which can be justified by noting that the Poisson process definition implies that \( \exp\{-\Lambda(\mathcal{A})\} = \text{pr}(\{X_t < u : t \in [0,T]\}) \). Hence, provided the threshold \( u \) and the underlying stochastic process are such that \( \text{pr}(\{X_t < u : t \in [0,T]\}) > 0 \), the previous identity implies that \( \Lambda(\mathcal{A}) < \infty \). For example, this condition is satisfied if \( \{X_t : t \in [0,T]\} \) is a Brownian motion; in general, continuous sample paths would likely be needed if one seeks more specific conditions on the underlying stochastic process such that \( \text{pr}(\{X_t < u : t \in [0,T]\}) > 0 \) holds true.
Under this formulation for the intensity of extremes, we can express the NHPP likelihood as

\[ L(\gamma, f(\cdot); \{(t_i, y_i) : i = 1, \ldots, n\}) \propto \exp(-\gamma) \gamma^n \prod_{i=1}^{n} f(t_i, y_i). \tag{4} \]

Hence, the problem of estimating the intensity function for the point process of exceedances can be broken down into two independent problems, namely, estimating the total intensity of the NHPP, and estimating the probability density associated with the distribution of exceedances over the region \( A \).

To generate a rich prior for the NHPP density, we consider a nonparametric mixture model, \( f(t, y) \equiv f(t, y; G) = \int k(t, y | \theta) dG(\theta) \), where \( k(t, y | \theta) \) is a parametric density on \( A \) indexed by parameter vector \( \theta \), and \( G \) is a random mixing distribution. Placing a Dirichlet process (DP) prior \( \text{DP}(\alpha, G_0) \) (Ferguson, 1973) on \( G \) results in a DP mixture model for \( f(t, y; G) \) (Lo, 1984; Escobar and West, 1995). Here, \( G_0 \) is the DP centering distribution, and \( \alpha \) controls how close the realization \( G \) is to \( G_0 \); large values of \( \alpha \) result in small variability in DP realizations. To study model properties as well as for posterior simulation, we will make use of the DP stick-breaking definition (Sethuraman, 1994). According to this definition, the DP prior implies that \( G \) admits an almost sure representation of the form

\[ G = \sum_{l=1}^{\infty} w_l \delta_{\theta_l}, \]

where \( \{\theta_1, \theta_2, \ldots\} \) is an independent and identically distributed sample from \( G_0 \), \( w_1 = v_1 \) and for \( l \geq 2 \), \( w_l = v_l \prod_{s<l}(1 - v_s) \), with \( \{v_1, v_2, \ldots\} \) another independent and identically distributed sample from a Beta(1, \( \alpha \)) distribution (with the \( v_l \) independent of the \( \theta_l \)).

This specification leads to the following mixture model for the intensity of extremes,

\[ \lambda(t, y) \equiv \lambda(t, y; G, \gamma) = \gamma f(t, y; G) = \gamma \int k(t, y | \theta) dG(\theta), \quad G | \alpha, \psi \sim \text{DP}(\alpha, G_0), \tag{5} \]

where \( \psi \) collects the parameters of the centering distribution \( G_0 \); as discussed in Section 3, the full Bayesian model involves priors for hyperparameters \( \alpha \) and \( \psi \).

Since the purpose of studying extreme values is often to extrapolate the tail behavior of the distribution beyond the observed range of exceedances, and accurate extrapolation in this setting heavily depends on properties of the tail of the density \( f(t, y) \), the choice of the mixture kernel \( k(t, y | \theta) \) is a critical aspect of the model formulation. Indeed, note that, unlike other NHPP applications to spatial modeling,
in this problem the nature of the argument of the dimensions associated with $\mathcal{A} = [0, T] \times [u, \infty)$ is very different. Hence, in specifying the mixture kernel density for model (5), we consider a product form

$$k(t, y \mid \theta) \equiv k(t, y \mid \theta_1, \theta_2) = k_1(t \mid \theta_1)k_2(y \mid \theta_2),$$

that is, kernel components $k_1$ and $k_2$ are independent before mixing. However, after mixing over the random $G$, dependence is induced to the resulting mixture model $f(t, y; G)$ for the NHPP density.

A key objective of our methodology is to remove the restriction of time homogeneity implied by (1), and thus for the intensity in the time direction we seek as general a specification as possible. Owing to its flexibility, a beta distribution emerges as a natural choice for the kernel component over time,

$$k_1(t \mid \theta_1) = \frac{\Gamma(\tau)}{T^\tau \Gamma(T^{-1}\kappa \tau)\Gamma\{\tau(1-T^{-1}\kappa)\}} t^{T^{-1}\kappa \tau - 1} (T - t)^{\tau(1-T^{-1}\kappa) - 1}, \ t \in (0, T)$$

where $\theta_1 = (\kappa, \tau)$, $\kappa \in (0, T)$ is the mean of the (rescaled) beta distribution, and $\tau > 0$ is a scale parameter.

The choice of kernel component $k_2(y \mid \theta_2)$ is more delicate. The previous attempt in Kottas and Sansó (2007) to nonparametric mixture modeling for extremes under the point process approach utilized kernels with bounded support, defined by a bivariate beta distribution, and thus the underlying $F_t$ was implicitly assumed to have compact support. This is restrictive for many applications. Moreover, kernel $k_2$ is used to capture through mixing the tail behavior of the underlying distribution where we do not expect, for instance, multimodalities. Hence, applying the mixture model with a beta density for $k_2$ may lead to overfitting, which is especially damaging for extrapolation. In contrast, the asymptotic theory for extremes suggests what the tail behavior is, and we can make use of that information to improve inference under the mixture model.

Hence, we build the intensity function in the exceedances direction from a kernel defined through a special case of the generalized Pareto distribution,

$$k_2(y \mid \theta_2) = \frac{1}{\sigma} \left(1 + \frac{\xi(y - u)}{\sigma}\right)^{-\frac{1}{\xi} - 1}, \ y \geq u$$

such that $\theta_2 = (\sigma, \xi)$ with $\sigma > 0$ and $\xi > 0$. The location parameter is set to the specified threshold value.
u to ensure that the resulting mixture kernel \( k(t, y \mid \theta_1, \theta_2) \) has support on \( \mathcal{A} \). Moreover, we focus on the \( \xi > 0 \) range for the shape parameter, which ensures that the corresponding marginal distributions belong to the Fréchet maximum domain of attraction, that is, we are modeling an underlying stochastic process with heavy tailed behavior. Specifically, the distribution for \( X_t \) is in the Fréchet domain of attraction if, for sufficiently large \( x \), \( \Pr(X_t > x) \approx Cx^{-\rho}L(x) \), where \( C \) and \( \rho \) are non-negative quantities, which are constants in \( x \), and \( L(x) \) is a slowly varying function, that is, \( L(x) \) satisfies \( \lim_{x \to \infty} L(sx)/L(x) = 1 \), for all \( s > 0 \) (Embrechts et al., 1999). The tail index parameter \( \rho \) has a useful interpretation as a risk indicator – larger values of \( \rho^{-1} \) lead to larger probability of exceeding the specified level \( x \) – and its estimation has been considered extensively in the literature; see, e.g., the discussion and references in Tressou (2008).

The specific result under our modeling approach is formulated below as a theorem, whose proof can be found in Appendix A.

**THEOREM 1.** Assume a NHPP model on \( \mathcal{A} = [0, T] \times [u, \infty) \) for the times and values of the exceedances, given a fixed threshold \( u \), of a stochastic process \( \{X_t : t \in [0, T]\} \) with right-continuous sample paths. Consider the mixture model defined by (5) – (8) for the NHPP intensity function. Then, the marginal distributions of the process, \( \Pr(X_t > x) \), belong to the Fréchet maximum domain of attraction.

Key to the proof of the theorem is a representation of the tail probability for the underlying process marginals at any specific time point in terms of the conditional Poisson process density at that time point. This result is of independent interest and is thus given as a lemma with the proof also included in Appendix A.

**LEMMA 1.** Consider a stochastic process \( \{X_t : t \in [0, T]\} \) with right-continuous sample paths, and the point process whose points comprise the time, \( t \), and value, \( y \), of exceedances of process \( \{X_t : t \in [0, T]\} \) above a given threshold \( u \). Assume a NHPP model for the point process, with intensity function \( \lambda(t, y) = \gamma f(t, y) \), for \( (t, y) \in [0, T] \times [u, \infty) \), where \( \gamma = \int_A \lambda(t, y)dtdy \). Then, for any specified time point \( t_0 \),

\[
\Pr(X_{t_0} > x \mid X_{t_0} > u) = \int_x^{\infty} f(y \mid t_0)dy = \int_x^{\infty} f(t_0, y)dy/f(t_0), \quad x > u.
\]

The practical utility of the lemma is that it enables time-dependent inference for tail probabilities.
of the marginal distributions of the underlying process – which is observed only through threshold exceedances – based on the DP mixture model for the NHPP density. Note that the proof of Lemma 1 utilizes only the $\lambda(t, y) = \gamma f(t, y)$ formulation for the NHPP intensity. However, the rest of the proof for Theorem 1 uses the specific mixture representation for the NHPP density built from the kernel in (6) – (8). In fact, the argument relies on a truncation approximation to the DP representation, which is also used in the posterior simulation approach; see Section 3.1. The assumption of right-continuous sample paths for the underlying process is needed for the proof of the lemma. From a theoretical point of view, this assumption is not restrictive given the availability of results on existence of versions of stochastic processes with right-continuous sample paths.

An appealing feature of the mixture model formulation in (5) – (8) is that the model for the intensity of extremes can be interpreted as accommodating time inhomogeneities through local adaptive fitting of generalized Pareto distributions, where the mode of the beta kernel associated with each distinct mixture component serves to localize the effect of the generalized Pareto kernel in time. This feature provides flexibility with respect to capturing non-standard intensity shapes. In addition, note that if $\alpha \to 0^+$, which results in a single mixture component, and if the beta kernel component is reduced to a uniform, we recover as a special case the parametric model for the intensity function in (1) with $\mu = u$.

Traditionally, a key goal of extreme value analysis is to estimate the return level function of the process, which is strongly connected to the intensity function (Coles, 2001). In the case of non-homogeneous processes, we can define two different types of return level functions. For a given $t_0 \in (0, T)$ and small $\epsilon > 0$, we define the $\epsilon$-conditional return level curve as the solution to the equation $\text{pr}(\{X_t > x_m : t \in [t_0 - \epsilon, t_0 + \epsilon]\}) = m^{-1}$, for different values of $m$. Under the DP mixture model, for any $x > u$,

$$\text{pr}(\{X_t > x : t \in [t_0 - \epsilon, t_0 + \epsilon]\}; G, \gamma) =$$

$$1 - \exp \left[ -\gamma \int \{1 - K_2(x | \sigma, \xi) \} \{K_1(t_0 + \epsilon | \kappa, \tau) - K_1(t_0 - \epsilon | \kappa, \tau)\} \, dG(\kappa, \tau, \sigma, \xi) \right], \quad (9)$$

where $K_1$ and $K_2$ denote the distribution functions for the beta and generalized Pareto kernel components, respectively. Hence, the $\epsilon$-conditional return level $x_m$ at time $t_0$ corresponds approximately to a realization of the process that would be exceeded only once in every $m$ periods if additional (imaginary) draws were
to be generated according to the underlying \( F_{t_0} \).

We can also define a marginal return level curve through the average intensity function \( \tilde{\Lambda}(x, \infty) = T^{-1} \int_0^T \int_x^\infty \lambda(t, y) \, dy \, dt \), for \( x > u \). Proceeding as before, we define the marginal return level curve as the solution to \( \text{pr}(\tilde{X} > x_m) = m^{-1} \), where

\[
\text{pr}(\tilde{X} > x; G, \gamma) = 1 - \exp \left[ -T^{-1} \gamma \int \left\{ 1 - K_2(x | \sigma, \xi_0) \right\} dG(\sigma, \xi_0) \right],
\]

(10)

and \( \tilde{X} \) corresponds to the outcome associated with an “average” period. Hence, unlike the conditional return level curve, which provides information about the likelihood of extremes at a specific time point \( t_0 \), the marginal return level curve provides an average over all \( t \in [0, T] \).

To understand the relationship between conditional and marginal return level curves, it is useful to compare equations (9) and (10) with the tail probability obtained by modeling \( \lambda(t, y) \) using (1). Since in that case the intensity function is time homogeneous, the marginal and conditional tail probabilities agree for the traditional parametric model, and correspond to the one generated from (2). For non-homogeneous processes the marginal and conditional return level curves provide important and distinct insights into the behavior of the underlying stochastic process. While marginal return level curves can be used to assess what extremes look like on a “normal” period, the conditional return level curves can be used to examine specific past dates, providing insights about the behavior of the underlying process on a particularly “good” or “bad” period.

3 Implementation Details

3.1 Posterior Simulation and Inference

Based on the form of the NHPP likelihood in (4), the marginal posterior distribution for \( \gamma \) is analytically available as a gamma distribution under a gamma prior or the marginal reference prior, which is given by \( p(\gamma) \propto \gamma^{-1}1(\gamma > 0) \) (Kottas and Behseta, 2010). In particular, under the latter prior, the joint posterior distribution is proper, and \( p(\gamma | \text{data}) \) is simply a gamma(\( n, 1 \)) distribution.

Inference for the NHPP density requires the computation of the posterior distribution for the random
mixing distribution $G$ and the DP prior hyperparameters. Full posterior inference under DP mixture models can be obtained by using a truncated version of $G$, $G^N = \sum_{l=1}^N p_l \delta_{\zeta_l}$, where the $\zeta_l$ are independent draws from the base distribution $G_0$ and $p_1, \ldots, p_N$ are the associated weights defined using a stick-breaking construction under the constraint $p_N = 1 - \sum_{l=1}^{N-1} p_l$. Introducing configuration variables $L = (L_1, \ldots, L_n)$, where $L_i = l$ if and only if the mixing parameter corresponding to observation $(t_i, y_i)$ is given by $\zeta_l$, the hierarchical model for the data is written as:

$$(t_i, y_i) \mid \kappa_{L_i}, \tau_{L_i}, \sigma_{L_i}, \xi_{L_i} \sim k_1(t_i \mid \kappa_{L_i}, \tau_{L_i})k_2(y_i \mid \sigma_{L_i}, \xi_{L_i}), \quad i = 1, \ldots, n$$

$$L_i \mid p \sim \sum_{l=1}^N p_l \delta_l(L_i), \quad i = 1, \ldots, n$$

$$p \mid \alpha \sim f(p \mid \alpha)$$

$$\zeta_l = (\kappa_l, \tau_l, \sigma_l, \xi_l) \sim G_0(\zeta_l \mid \psi), \quad l = 1, \ldots, N$$

where the induced prior $f(p \mid \alpha)$ for $p = (p_1, \ldots, p_N)$, given $\alpha$, is given by a generalized Dirichlet distribution (Ishwaran and James, 2001). The structure of $G_0$, and its hyperparameters, $\psi$, is discussed in Section 3.2, where we also discuss the priors for $\alpha$ and $\psi$ which complete the full Bayesian model.

We employ a blocked Gibbs sampler (Ishwaran and Zarepour, 2000; Ishwaran and James, 2001) to obtain samples from the full posterior distribution $p(\sigma, \xi, \kappa, \tau, L, p, \alpha, \psi \mid \text{data})$. Details of the posterior simulation algorithm are provided in Appendix B. Using the posterior samples for $G^N \equiv \{(p_l, \kappa_l, \tau_l, \sigma_l, \xi_l) : l = 1, \ldots, N\}$, we can obtain full inference for the joint intensity of extremes, $\gamma \sum_{l=1}^N p_l k_1(t \mid \kappa_l, \tau_l)k_2(y \mid \sigma_l, \xi_l)$, the marginal density of exceedance times, $\sum_{l=1}^N p_l k_1(t \mid \kappa_l, \tau_l)$, and for tail probabilities of the underlying process based on Lemma 1. Similarly, approximate inferences for marginal and conditional return level curves can be obtained by replacing $G$ in (9) and (10) with its truncation approximation $G^N$.

### 3.2 Prior Specification

We assume that the different components of the centering distribution $G_0$ are independent, that is, $G_0(\kappa, \tau, \sigma, \xi) = G_0^\kappa(\kappa)G_0^\tau(\tau)G_0^\sigma(\sigma)G_0^\xi(\xi)$. For $G_0^\sigma$, we use an inverse-gamma distribution with shape parameter $a_\sigma = 2$, which implies infinite prior variance, and mean parameter $b_\sigma$ to which we place an
exponential prior with mean $d_\sigma$. Hence, the choice of $d_\sigma$ allows us to control the prior mean for $\sigma$ while being relatively non-informative about this choice. For $G_0^\xi$, we take an exponential distribution with mean $b_\xi$; an inverse-gamma prior with shape parameter 2 and mean $d_\xi$ is placed on $b_\xi$. We suggest that the values of $d_\sigma$ and $d_\xi$ are selected to reflect the scale of the data under a single component of the mixture model. In particular, with a prior guess at the mean and variance for the exceedance values, we can numerically solve for $\sigma$ and $\xi$ from the equation of the mean and variance of the generalized Pareto distribution. Then, we set the solutions to $d_\sigma$ and $d_\xi$, which are the prior means for $\sigma$ and $\xi$, respectively.

Regarding the parameters of the beta kernel component, for $G_0^\kappa$, we work with a beta distribution, with fixed parameters, for the scaled mean $\kappa / T$. For $G_0^\tau$, we take an inverse-gamma distribution with shape parameter equal to 2 and mean parameter $b_\tau$ to which we place an exponential prior with mean $d_\tau$. To specify $d_\tau$ and the parameters for $G_0^\kappa$, we study the implied prior for the marginal density of exceedance times. Based on the connection between the parametric and nonparametric formulations for the point process model, a non-informative specification may be built from a uniform prior mean for this marginal density. On the other hand, for some applications we may wish to encourage priors that favor clustering of extreme values, and this can also be achieved through appropriate specification of $G_0^\kappa$ and $G_0^\tau$. We provide illustrations of both scenarios with the data examples of Section 4.

Finally, we use a gamma prior for $\alpha$, and the reference prior, discussed in Section 3.1, for $\gamma$.

### 4 Data Illustrations

#### 4.1 Simulation Study

To illustrate our modeling approach, we first consider a simulated data set where observations were generated according to a non-linear regression model, $X_t = \mu(t) + W_{et}$, with mean function

$$
\mu(t) = -0.5 + 1.6(t/T) + 0.5 \sin(-5.4 + 10.8(t/T)) + 1.1 \{1 + 4(2(t/T) - 1)^2\}^{-1}.
$$

The noise terms $e_t$ are independently distributed according to a Student t distribution with 3 degrees of freedom for every $t$, and $W = 0.32$. This choice implies that $\text{var}(W_{et}) = 0.3072$ for all $t$. The raw dataset
contains \( T = 10,000 \) observations equally spaced in the interval \([0, T]\); to assemble the final data set, we retain observations that are larger than threshold \( u = 2.1 \), which results in \( n = 525 \) extreme observations.

We assign a gamma prior to the DP precision parameter \( \alpha \) with mean 5 and variance 2.5. Also, following the approach discussed in Section 3.2, we set \( d_\sigma = 0.296 \) and \( d_\xi = 0.257 \). Moreover, we set \( d_\tau = 300 \), and consider two prior choices for \( G_\kappa \). The first is a beta distribution for \( \kappa/T \) with mean 0.5 and variance \( 1/28 \), whereas the second prior is based on a uniform distribution for \( \kappa/T \). The effect of these two choices on the implied prior for the marginal density of exceedances over time is illustrated in the first two rows of Figure 1. The first row plots 10 prior realizations for this marginal density, while the second row shows the prior mean along with 95% pointwise credible intervals. Both prior specifications induce a large degree of variability for the marginal density of exceedance times, with individual realizations being highly multimodal. However, the first prior choice tends to favor exceedances located in the middle of the time interval, while the second prior implies a more uniform distribution of exceedances.

The algorithm discussed in Section 3.1 was used to fit our model. A total of 4,000 posterior samples were used for all inferences. These samples were obtained after thinning a sample of 200,000 from which 40,000 iterations were discarded as burn-in. Posterior mean estimates of the joint intensity function \( \lambda(t, y) \) are presented in the third row of Figure 1, while the last row shows the posterior mean and 95% credible intervals for the marginal density of exceedance times. Note that posterior inference is quite robust to the specific prior choices.

In addition to providing estimates of the intensity function, we are interested in investigating the ability of the model to estimate the tails of the stochastic process, and in comparing its performance with the parametric model discussed in Section 2.1. For this purpose, we present in Figure 2 the true conditional return level function corresponding to four time points, along with posterior estimates generated under the parametric model for the intensity function given in (1), as well as under the nonparametric model, using the two prior choices discussed above. For the parametric model, we utilize a normal prior on the location parameter \( \mu \) with mean 3.23 and variance 10; an inverse-gamma prior on the scale parameter \( \sigma \) with shape parameter 2 and mean 0.43; and an exponential prior on the shape parameter \( \xi \) with mean 0.048. The parametric model is fitted using a Gaussian random walk Metropolis algorithm that samples
jointly the three parameters on an appropriately transformed scale for each parameter.

The right column of Figure 2 shows that the parametric model performs poorly at capturing the true return level curve at all four time points. Moreover, the credible intervals are very narrow, which suggests that the parametric model dramatically underestimates the uncertainty in situations where the process is not homogeneous in time. On the other hand, the estimates generated by the nonparametric model are quite accurate, particularly for time points $t_0 = 5100$ and $t_0 = 6500$ around which a relatively
Figure 2: Simulation study. The top four rows plot the posterior mean (red line) and 95% intervals (gray bands), and the true 1000-observation return level (black line) at four time points. The bottom row includes the posterior mean and 95% interval estimates of the marginal return levels. Results are shown for the non-parametric model under the beta distribution for $\kappa/T$ with mean 0.5 and variance $1/28$ (left column), the nonparametric model under the uniform distribution for $\kappa/T$ (middle column), and the parametric model (right column).
large number of exceedances are concentrated. Again, posterior inference is robust to the two prior choices. Finally, note that the nonparametric mixture model estimates for the marginal return level curve are almost identical to those generated by the parametric model, involving only a minimal increase in posterior uncertainty.

4.2 Dow Jones Data

Here, we discuss the analysis of extremes of the daily returns for the Dow Jones index between September 11, 1995 and September 7, 2000; a previous analysis of this data set is presented in Coles (2001). Modeling the lower tail of the distribution for returns of financial assets is critical to compute risk measures such as the Value at Risk or the Expected Shortfall.

In the sequel we work with the negative log returns of the index, \( y_t = -\log(x_t / x_{t-1}) \), where \( x_t \) is the closing price at day \( t \). Note that, in this case, drops in the index correspond to positive values of \( y_t \), while increases correspond to negative values. Figure 3 shows the \( n = 82 \) values of \( y_t \) above the threshold \( u = 1.5 \). The vertical dashed lines mark the dates at which three financial crises started: the mini-crash on October 27, 1997, the Russian financial crisis on August 17, 1998, and the bursting of the dot-com bubble on March 10, 2000. We see that the three biggest drops in the index align well with these three financial crises, and that a large number of exceedances concentrate around those dates.

4.2.1 Results

For the analysis of this data set we used priors that are similar to the second prior specification discussed in Section 4.1. Figure 4 shows 10 prior realizations for the marginal density of exceedance times, as well as prior mean and 95% interval estimates for this density. Given that the time period under study includes multiple crises around which extreme values may cluster, a prior choice that favors multimodal exceedance time densities is arguably justified. At the same time, the corresponding prior mean is fairly close to a uniform density with wide uncertainty bands. Hence, even though our prior favors the clustering of extreme values, we make no prior assumption about the location of such clusters.

Figure 4 includes posterior inference results for the bivariate intensity function, and for the marginal
density of exceedance times. Note that the nonparametric model captures reasonably well the localized characteristics of the raw data and cyclical nature of the business cycle. Interestingly, the estimates also suggest an increasing risk of extreme losses over the time period under study. Both of these features are captured by the model even though it does not contain any explicit term to account for them.

Next, we report on inference for $\epsilon$-conditional return level curves, obtained using equation (9) with $\epsilon = 0.5$, that is, daily conditional return level curves. Based on the nonparametric mixture model, the left column of Figure 5 shows posterior mean and 95% interval estimates for the conditional return level curve at four specific dates, September 26, 1996, October 27, 1997, August 17, 1998, and July 20, 1999. Note that the posterior mean estimates of the return level curve at October 27, 1997 and August 17, 1998 are uniformly above the ones at September 26, 1996 and July 20, 1999. This is consistent with the fact that the former two dates fall within periods of financial distress, while the latter do not. In addition, we compare the nonparametric model estimates against those generated by the parametric model; see the right column of Figure 5. Since the parametric model is unable to capture the time inhomogeneity in the data, it produces the same point estimate at all dates with much narrower posterior uncertainty bands. Finally, Figure 6 shows posterior point and interval estimates for the marginal return level curve.
under both the parametric and nonparametric models. We note that the point estimates are similar, but
the uncertainty levels associated with the nonparametric model are higher.

4.2.2 Model checking for the NHPP assumption

Our modeling approach avoids the restrictive parametric intensity form in (1), but relies on the NHPP
assumption for the point process of exceedance times and corresponding exceedance values. Although
the NHPP structure emerges in the limit as $u \to \infty$, it is important to check its validity in any particular
application which is based on specified threshold levels. Here, we consider a commonly used graphical
model checking technique based on the Time-Rescaling theorem for point processes (Daley and Vere-
Jones, 2003); see, e.g., Taddy and Kottas (2012) for details in the general context of marked NHPPs.

Focusing first on the point process of exceedance times, the bivariate NHPP implies marginally a
univariate NHPP with intensity $\lambda(t) = \int_{u}^{\infty} \lambda(t,y)dy = \gamma f(t)$, where $f(t)$ is the marginal density of ex-
ceedance times. The Time-Rescaling theorem provides that, if $\{0 = t_0 < t_1 < t_2 < ... < t_n < T\}$ is a
Figure 5: Dow Jones data. The posterior mean (red line) and 95% interval estimates (gray bands) of the 1000-day conditional return level curves at four different dates under the nonparametric model (left column) and the parametric model (right column).
realization from a NHPP with intensity $\lambda(t)$, then $\{\Lambda(t_i) : i = 1, \ldots, n\}$ is a realization from a homogeneous Poisson process with unit rate, where $\Lambda(t) = \int_0^t \lambda(s) ds$. Hence, setting $\Lambda(0) \equiv 0$, the $V_i^* = 1 - \exp\{-\gamma \int_{t_{i-1}}^{t_i} f(t) dt\}$, for $i = 1, \ldots, n$, are independent uniform random variables on $[0,1]$. The same approach can be applied to the dimension of exceedance values to check marginally the NHPP assumption. However, a more general approach involves studying the conditional distribution of exceedance values given the associated time points. Using essentially the inverse c.d.f. transform, if $\{(t_i, y_i) : i = 1, \ldots, n\}$ is a realization from a bivariate NHPP with density $f(t, y)$, then the $W_i^* = F(y_i \mid t_i) = \int_y y f(y \mid t_i) dy$, for $i = 1, \ldots, n$, are also independent uniform random variables on $[0,1]$.

Using the posterior samples for $\gamma$, and for $f(t)$ and $f(y \mid t)$ under the DP mixture model, we obtain the posterior distribution for each $V_i^*$ and $W_i^*$. Then, compatibility with the uniform distribution can be graphically assessed using quantile-quantile (Q-Q) plots. In fact, since we have samples from the entire posterior distributions for the $V_i^*$ and $W_i^*$, we can obtain both posterior mean estimates and corresponding uncertainty bands for the Q-Q plots. The results, plotted in Figure 7, do not reflect evidence against the NHPP assumption, especially if one takes into account the relatively small sample size.

4.2.3 Prior sensitivity analysis

To assess prior sensitivity for the nonparametric model, Figures 8 and 9 provide inference results under three different prior choices for the parameters of the beta distribution for $G_{00}^\kappa$, for the exponential prior, with mean $d_\tau$, for the mean parameter $b_\tau$ of the inverse-gamma distribution for $G_{00}^\tau$, and for the parameters
of the gamma prior for $\alpha$. Specifically, the left column of Figures 8 and 9 corresponds to the first prior specification with a uniform distribution for $\kappa/T$, $d_\tau = 40$, and $E(\alpha) = 5$, $\text{var}(\alpha) = 2.5$; the middle column to the second prior choice using a beta distribution for $\kappa/T$ with $E(\kappa/T) = 0.5$ and $\text{var}(\kappa/T) = 1/28$, $d_\tau = 300$, and $E(\alpha) = 5$, $\text{var}(\alpha) = 2.5$; and the right column to the third prior choice involving a uniform distribution for $\kappa/T$, $d_\tau = 2$, and $E(\alpha) = 1$, $\text{var}(\alpha) = 1$. As in earlier examples, Figure 8 shows prior realizations for the marginal density of exceedance times, and prior mean and interval estimates for this density. The first prior favors unimodal densities and results in a slightly U-shaped prior mean density. Although the second prior, which is the same as the first prior considered in Section 4.1, encourages multimodal density realizations, it yields a unimodal prior mean density. Finally, the third prior is chosen to strongly favor U-shaped density realizations, including a U-shaped prior mean density with a relatively low level of uncertainty associated with it; clearly, this is a prior choice that would not be recommended for this particular problem.

Figure 8 plots posterior estimates for the intensity function and for the density of exceedance times. The estimates under the first two priors show features that are similar to those we obtained under the original prior. The estimates under the third prior, which strongly supports the absence of localized features, capture the increasing trend in risk, but not the clustering of extremes. Figure 9 presents inference for the daily conditional return level curves at the same time points we considered above, along with estimates of the marginal return level curve. Again, posterior inference under the first two priors is similar to that obtained under the original prior. However, results under the third prior differ, particularly in terms of the uncertainties that the model attaches to the posterior mean estimates.
5 Discussion

We have presented a Bayesian nonparametric model for the analysis of extremes under a generalization of the point process approach. Our model is built to relax the time homogeneity restriction through flexible mixture modeling for the intensity function of extremes. Particular emphasis has been placed on the model formulation for this intensity function to obtain desirable properties for the tail behavior of the underlying process whose extremes are recorded. Our empirical results suggest that the model is quite
Figure 9: Prior sensitivity analysis results for the Dow Jones data; see Section 4.2.3 for details about the three priors corresponding to the columns of the figure. The top four rows include the posterior mean (red line) and 95% interval estimates (gray bands) of the 1000-day conditional return level curves at four different dates. The bottom row plots the corresponding estimates for the 1000-day marginal return level curve.
robust to the choice of priors when sample sizes are moderately large, as in our simulation study, but might be affected by strongly informative priors when sample sizes are relatively small, as in the Dow Jones data application. As a general strategy we suggest the use of priors similar to the ones discussed in Section 4.2.1, which allow for clustering of extreme values when such a feature is suspected in the data.

The starting point of the mixture model formulation is the product kernel specification in (6), motivated by the different nature of the arguments that comprise the support of the bivariate Poisson process. A consequence of this specification is that the implied tail index parameter does not depend on time; see the proof of Theorem 1. From a practical point of view, this is arguably not a serious limitation, since the typically small number of exceedances will likely not suffice to inform temporally dependent tail index indicators. Nevertheless, this methodological extension can be developed through choice of an appropriate bivariate mixture kernel $k(t, y \mid \theta)$. For instance, a possible modification of the form in (6) involves the same beta kernel component for $k_1(t)$ with a conditional Pareto distribution for $k_2(y \mid t)$ defined by extending the shape parameter $\xi$ in (8) to a parametric function $\xi(t)$. Then, the same argument as in the proof of Theorem 1 yields a temporally dependent tail index indicator. In particular, the choice $\xi(t) = \exp(\beta_0 + \beta_1 t)$, with Dirichlet process mixing on the real-valued parameters $\beta_0$ and $\beta_1$, leads to a mixture model that includes the model of Section 2.2 as a special case.

A different direction for elaboration of the modeling framework involves inference and prediction for extremes recorded over time, $t \in [0, T]$, and space, $s \in S \subset \mathbb{R}^2$. For instance, for environmental processes observed at multiple monitoring stations over time, the mixture model for the intensity of extremes can be extended to a spatio-temporal model by extending the mixing distribution $G$ to a random spatial surface $G_S = \{G_s : s \in S\}$. A step in this direction – working only with the times of threshold exceedances – was taken in Kottas et al. (2012b), using a spatial DP prior (Gelfand et al., 2005) for $G_S$, with an application to risk assessment for rainfall extremes.

**Appendix A: Proofs**

*Proof of Lemma 1.* Consider a generic $x > u$, where $u$ is the given threshold, and fix a time point $t_0$. Note that the event $\{X_{t_0} > x\}$ can be written as the limit as $\Delta t \to 0$ of events $\{X_t > x : t \in [t_0, t_0 + \Delta t]\}$. Therefore,
using continuity of probability measure and the right-continuity of the sample paths of the underlying stochastic process \( \{X_t : t \in [0, T] \} \), we have \( \Pr(X_0 > x) = \lim_{\Delta t \to 0} \Pr(\{X_t > x : t \in [t_0, t_0 + \Delta t]\}) \).

The same argument applies to \( \Pr(X_0 > u) = \lim_{\Delta t \to 0} \Pr(\{X_t > u : t \in [t_0, t_0 + \Delta t]\}) \), resulting in

\[
\Pr(X_0 > u) = \lim_{\Delta t \to 0} \left\{ 1 - \exp \left( - \int_u^\infty \int_{t_0}^{t_0+\Delta t} \lambda(t, y) \, dy \, dr \right) \right\} \tag{A.1}
\]

based on the NHPP assumption for the point process of exceedances.

Next, define \( M_0 \) as the number of exceedances in time interval \([t_0, t_0 + \Delta t]\). Then, we can write

\[
\Pr(\{X_t > x : t \in [t_0, t_0 + \Delta t]\}) = \sum_{m \geq 1} \Pr(\{X_t > x : t \in [t_0, t_0 + \Delta t]\} \cap \{M_0 = m\}).
\]

Using the Poisson process assumption, \( \lim_{\Delta t \to 0} (\Delta t)^{-1} \Pr(M_0 = m) = 0 \), for \( m \geq 2 \), resulting in \( \Pr(X_0 > x) = \lim_{\Delta t \to 0} \Pr(\{X_t > x : t \in [t_0, t_0 + \Delta t]\} \cap \{M_0 = 1\}) \). Based again on the Poisson process structure,

\[
\Pr(\{X_t > x : t \in [t_0, t_0 + \Delta t]\} \cap \{M_0 = 1\}) = \Pr(1 \text{ event in } [t_0, t_0 + \Delta t] \times [x, \infty)) \times \Pr(0 \text{ events in } [t_0, t_0 + \Delta t] \times [u, x]) = \left( \int_x^\infty \int_{t_0}^{t_0+\Delta t} \lambda(t, y) \, dy \, dr \right) \exp \left( - \int_x^\infty \int_{t_0}^{t_0+\Delta t} \lambda(t, y) \, dy \, dr \right) \right) \times \left\{ \exp \left( - \int_u^\infty \int_{t_0-\Delta t}^{t_0+\Delta t} \lambda(t, y) \, dy \, dr \right) \right\}
\]

\[
= \left( \int_x^\infty \int_{t_0}^{t_0+\Delta t} \lambda(t, y) \, dy \, dr \right) \exp \left( - \int_u^\infty \int_{t_0}^{t_0+\Delta t} \lambda(t, y) \, dy \, dr \right). \therefore
\]

Therefore,

\[
\Pr(X_0 > x) = \lim_{\Delta t \to 0} \left\{ \exp \left( - \int_u^\infty \int_{t_0}^{t_0+\Delta t} \lambda(t, y) \, dy \, dr \right) \right\}. \tag{A.2}
\]

Combining (A.1) and (A.2), we can write for any \( x > u \),

\[
\Pr(X_0 > x | X_0 > u) = \frac{\Pr(X_0 > x)}{\Pr(X_0 > u)} = \lim_{\Delta t \to 0} \frac{\exp \left( - \int_u^\infty \int_{t_0}^{t_0+\Delta t} \lambda(t, y) \, dy \, dr \right) \left( \int_x^\infty \int_{t_0}^{t_0+\Delta t} \lambda(t, y) \, dy \, dr \right)}{\lim_{\Delta t \to 0} \left\{ 1 - \exp \left( - \int_u^\infty \int_{t_0}^{t_0+\Delta t} \lambda(t, y) \, dy \, dr \right) \right\}}
\]

\[
= \left\{ \lim_{\Delta t \to 0} \exp \left( - \int_u^\infty \int_{t_0}^{t_0+\Delta t} \lambda(t, y) \, dy \, dr \right) \right\} \frac{\lim_{\Delta t \to 0} (\Delta t)^{-1} \left( \int_u^\infty \int_{t_0}^{t_0+\Delta t} \lambda(t, y) \, dy \, dr \right)}{\lim_{\Delta t \to 0} (\Delta t)^{-1} \left\{ 1 - \exp \left( - \int_u^\infty \int_{t_0}^{t_0+\Delta t} \lambda(t, y) \, dy \, dr \right) \right\}}
\]

\[
= \left\{ \lim_{\Delta t \to 0} (\Delta t)^{-1} \left( \int_u^\infty \int_{t_0}^{t_0+\Delta t} \lambda(t, y) \, dy \, dr \right) \right\} \left\{ \lim_{\Delta t \to 0} (\Delta t)^{-1} \left\{ 1 - \exp \left( - \int_u^\infty \int_{t_0}^{t_0+\Delta t} \lambda(t, y) \, dy \, dr \right) \right\} \right\}
\]

since the first limit in the second-to-last equation is equal to 1.

The limit in the numerator of the last equation yields \( \int_x^\infty \lambda(t_0, y) \, dy \). Regarding the denominator, we
use a first-order Maclaurin series expansion of the function \( g(\Delta t) = \exp \left( -\int_u^\infty f_0^{0+\Delta t} \lambda(t,y) \, dy \right) \) to obtain
\[
g(\Delta t) = g(0) + (\Delta t) g'(0) + R_2(\Delta t) = 1 - (\Delta t) \int_u^\infty \lambda(t_0,y) \, dy + R_2(\Delta t), \]
where \( \lim_{\Delta t \to 0}(\Delta t)^{-1} R_2(\Delta t) = 0. \) Hence,
\[
\lim_{\Delta t \to 0} (\Delta t)^{-1} \left\{ 1 - \exp \left( -\int_u^\infty \int_{l_0}^{l_0+\Delta t} \lambda(t,y) \, dy \right) \right\} = \int_u^\infty \lambda(t_0,y) \, dy = \gamma f(t_0),
\]and thus finally,
\[
\text{pr}(X_{t_0} > x \mid X_{t_0} > u) = \frac{\int_u^\infty \lambda(t_0,y) \, dy}{\gamma f(t_0)} = \frac{\gamma \int_u^\infty f(t_0,y) \, dy}{\gamma f(t_0)} = \int_x^u f(y \mid t_0) \, dy.
\]

**Proof of Theorem 1.** Consider a sufficiently large, generic \( x > u, \) where \( u \) is the given threshold. We seek to prove that the marginal distributions of the underlying process satisfy \( \text{pr}(X_t > x) \approx Cx^{-\rho} L(x), \) where \( \rho \) is the tail index parameter and \( L(x) \) is a slowly varying function.

First, note that, since \( 1 - F_t(u) \) is a positive constant in \( x, \) \( \text{pr}(X_t > x) \) belongs to the Fréchet maximum domain of attraction if and only if \( \text{pr}(X_t > x \mid X_t > u) = \left\{ 1 - F_t(x) \right\} / \left\{ 1 - F_t(u) \right\} \) does, and importantly, both distributions have the same tail index parameter. Hence, it suffices to work with conditional distribution \( \text{pr}(X_t > x \mid X_t > u) \) at a specific time point \( t. \)

To complete the proof, we employ the truncation approximation \( G^N \) to the DP representation for mixing distribution \( G, \) which as discussed in Section 3.1, provides the version of the mixture model applied to the data. Then based on Lemma 1, we obtain
\[
\text{pr}(X_t > x \mid X_t > u) = \int_x^u f(y \mid t) \, dy = \frac{\sum_{l=1}^N \omega_l k_1(t \mid \kappa_l, \tau_l) \left\{ 1 + \sigma_l^{-1} \xi_l (x-u) \right\}^{-1/\xi_l}}{\sum_{l=1}^N \omega_l k_1(t \mid \kappa_l, \tau_l)} = \sum_{l=1}^N \omega_l(A_l + B_l x)^{-1/\xi_l},
\]where \( \omega_l = \frac{p_l k_1(t \mid \kappa_l, \tau_l)}{\sum_{l=1}^N p_l k_1(t \mid \kappa_l, \tau_l)}, A_l = 1 - \sigma_l^{-1} \xi_l u, \) and \( B_l = \sigma_l^{-1} \xi_l. \) Note that the weights \( \omega_l \) depend on the specified time point \( t, \) but not on level \( x. \) Next, letting \( \rho = \min\{\xi_l^{-1} : l = 1, \ldots, N\} \) and
\( l^* = \arg \min \{ \xi_l^{-1} : l = 1, \ldots, N \} \), we can write

\[
\Pr(X_t > x | X_t > u) = \sum_{l=1}^{N} \omega_l (A_{l} + B_{l} x)^{-1/\xi_l} = x^{-p} \sum_{l=1}^{N} \omega_l \left( \frac{A_{l}}{x} + B_{l} \right)^{-\frac{1}{\xi_l}} x^{-\frac{1}{\xi_l} + p} = x^{-p} L(x).
\]

Now,

\[
\lim_{x \to \infty} \left( \frac{A_{l}}{x} + B_{l} \right)^{-\frac{1}{\xi_l}} x^{-\frac{1}{\xi_l} + p} = \begin{cases} 
B_{l}^{-1/\xi_l} & \text{if } l = l^* \\
0 & \text{otherwise}
\end{cases}
\]

and therefore \( \lim_{x \to \infty} L(sx)/L(x) = 1 \), for any \( s > 0 \), which completes the argument.

**Appendix B: Details for the posterior simulation algorithm**

Here, we provide the details for simulation from the posterior distribution of the hierarchical model given in Section 3.1. The Markov chain Monte Carlo algorithm iteratively updates model parameters according to the following steps:

- **Updating \( L_i, i = 1, \ldots, n \):** each draw of \( L_i \) is from a discrete distribution, \( \sum_{l=1}^{N} \tilde{p}_l, \delta_l(L_i) \), where the vector of revised weights, \( \tilde{p}_l \propto (p_1 k(t_i, y_i | \zeta_1), \ldots, p_N k(t_i, y_i | \zeta_N)) \).

- **Updating \( \alpha \) and \( \mathbf{p} \):** The updates for these parameters are generic for any choice of kernel in the DP mixture model; details are given in Ishwaran and Zarepour (2000).

- **Updating the centering distribution parameters:** based on the conditionally conjugate priors used for \( b_\sigma, b_\xi, \) and \( b_\tau \), each of the corresponding posterior full conditionals is available in closed form. In particular, for \( b_\sigma \) this is a gamma distribution with shape parameter \( 1 + Na_\sigma \) and scale parameter \( (d_\sigma^{-1} + \sum_{l=1}^{N} \sigma_l^{-1})^{-1} \). Moreover, \( b_\xi \) has an inverse-gamma posterior full conditional with shape parameter \( 2 + Na_\xi \) and scale parameter \( d_\xi + \sum_{l=1}^{N} \xi_l \). Finally, the full conditional for \( b_\tau \) is a gamma distribution with shape parameter \( 1 + Na_\tau \) and scale parameter \( (d_\tau^{-1} + \sum_{l=1}^{N} \tau_l^{-1})^{-1} \).

- **Updating \( (\kappa_l, \tau_l, \sigma_l, \xi_l) \), for \( l = 1, \ldots, N \):** Let \( n^* \) be the number of distinct clusters in vector \( \mathbf{L} \), and \( L_1^*, \cdots, L_n^* \) the distinct values in vector \( \mathbf{L} \). Then if \( l \notin \{ L_j^* : j = 1, \ldots, n^* \} \), \( (\kappa_l, \tau_l, \sigma_l, \xi_l) \) is drawn from the centering distribution \( G_0 \). If \( l \in \{ L_j^* : j = 1, \ldots, n^* \} \), the posterior full conditional for the mixing
parameters is given by:

\[
p(\kappa_l, \tau_l, \sigma_l, \xi_l | \cdots, \text{data}) \propto dG_0^\kappa(\kappa_l) dG^\tau_0(\tau_l) dG^\sigma_0(\sigma_l) dG^\xi_0(\xi_l) \prod_{i: L_i = l} k_1(t_i | \kappa_l, \tau_l) k_2(y_i | \sigma_l, \xi_l)
\]

where \(k_1(t | \kappa_l, \tau_l)\) and \(k_2(y | \sigma_l, \xi_l)\) are given by (7) and (8), respectively, and the centering distributions, \(G_0^\kappa\), \(G^\tau_0\), \(G^\sigma_0\), and \(G^\xi_0\), are defined in Section 3.2. Since no direct sampler is available for these distributions, we employ four separate Gaussian random walk Metropolis steps on appropriately transformed versions of the parameters, that is, logarithmic transformations for \(\sigma_l, \xi_l\) and \(\tau_l\), and a logit transformation for \(\kappa_l\). In all cases, the variances of the Gaussian proposal distributions were tuned to obtain acceptance rates of around 20% to 30%.
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