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Abstract—In this paper, we explore a novel approach to end-to-end round-trip time (RTT) estimation using a machine-learning technique known as the Experts Framework. In our proposal, each of several “experts” guesses a fixed value. The weighted average of these guesses estimates the RTT, with the weights updated after every RTT measurement based on the difference between the estimated and actual RTT.

Through extensive simulations we show that the proposed machine-learning algorithm adapts very quickly to changes in the RTT. Our results show a considerable reduction in the number of retransmitted packets and a decrease in goodput, in particular on more heavily congested scenarios. We corroborate our results through “live” experiments using an implementation of the proposed algorithm in the Linux kernel. These experiments confirm the higher accuracy of the machine learning approach with more than 40% improvement, not only over the standard TCP, but also over the well known Eifel RTT estimator.

I. INTRODUCTION

Latency is an important parameter when designing, managing, and evaluating computer networks, their protocols, and applications. One metric that is commonly used to capture network latency is the end-to-end round-trip time (RTT) which measures the time between data transmission and the receipt of a positive acknowledgement.

Several network applications and protocols use the RTT to estimate network load or congestion, and therefore need to measure it frequently. The Transmission Control Protocol, TCP, is the best known example. TCP bases its error- and congestion-control functions on the estimated RTT instead of relying on feedback from the network. TCP’s estimate of the RTT employs a widely used technique: the Exponential Weighed Moving Average (EWMA).

In this paper, we propose a novel RTT estimation technique that uses a machine-learning based approach called the Experts Framework. As described in detail in Section III, the Experts Framework uses “on-line” learning, where the learning process happens in “trials”. At every trial, a number of “experts” contribute to an overall prediction, which is compared to the actual value (e.g., obtained by measurement). The algorithm uses the prediction error to refine the weights of each expert’s contribution to the prediction; the updated weights are used in the next iteration of the algorithm. We contend that by employing our prediction technique, network applications and protocols that make use of the RTT do not have to measure it as frequently and can rely on our predictions.

As an example application for the proposed RTT estimation approach, we use it to predict the RTT used by TCP’s error and congestion control. Through extensive simulations and live experiments, we show that our machine-learning approach can adapt to changes in the RTT faster and thus predict its value more accurately than the current EWMA technique employed by most versions of TCP. As described in Section II, TCP uses the RTT estimate to compute its Retransmission Time-Out (RTO) timer [2], which is one of the main timers involved in TCP’s error and congestion control. When the RTO expires the TCP sender considers the corresponding packet to be lost and therefore retransmits it. TCP’s RTO relies on RTT predictions and measurements in order to set its value properly. RTT can be defined as the time that elapses from a packet leaving the sender until the reception at the sender of a positive acknowledgment for that packet. If the RTO is too long, it can lead to long idle waits before the sender reacts to the presumably lost packet. On the other hand, if the RTO is set to be too aggressive (too short), it might expire too often leading to unnecessary retransmissions. Needless to say that setting the RTO is critical for TCP’s performance.

We can split this problem into two subproblems. First is how to predict the RTT of the next packet to be transmitted, and second, how the predicted RTT can be used to compute the RTO. In this paper, we focus on the first subproblem, i.e., the prediction of the RTT. We do so using a new approach based on machine learning. We then present results that show considerably more accurate RTT predictions when compared to TCP’s original algorithm for RTT estimation, and we evaluate the impact of this increased accuracy on the network. Moreover, in order to evaluate the true impact of our machine learning solution on TCP, we also implemented a well cited work on the same field, the Eifel [3] retransmission timeout, on the Linux Kernel and compared the results of several file transfers using the machine learning solution, the standard TCP timer and the Eifel timer. The second subproblem, i.e., to set the RTO value in order to take advantage of the more accurate RTT predictions, is the focus of future work.

The remainder of this paper is organized as follows. Section II presents related work, including a brief overview of TCP’s original RTT estimation technique. In Section III, we describe our RTT prediction algorithm. Section IV and Section V present our evaluation methodology and results for simulation evaluation and real Linux implementations, respectively. Finally, Section VI concludes the paper and highlights directions for future work.

II. RELATED WORK

TCP uses a timeout/retransmission mechanism to recover from lost segments. While this timeout value needs to be greater than the current RTT to avoid unnecessary retrans-
missions, it should not be so great that it results in network underutilization from protracted responses to losses and congestion. In Jacobson’s well known work [2], two state variables EstimatedRTT and RTTVAR keep the estimate of the next RTT measurement SampleRTT and the RTT variation, respectively. RTTVAR is defined as an estimate of how much EstimatedRTT typically deviates from SampleRTT. EstimatedRTT is updated according to an exponential weighted moving average (EWMA) given by Equation 1, where \( \alpha = \frac{1}{2} \). RTTVAR is calculated using Equation 2 which is also an EWMA, this time of the difference between SampleRTT and EstimatedRTT with gain \( \beta \) typically set to \( \frac{1}{4} \). Equation 3 sets the new value for the RTO as a function of EstimatedRTT and RTTVAR, where \( K \) is usually 4.

\[
\text{EstimatedRTT} = (1 - \alpha) \times \text{EstimatedRTT} + \alpha \times \text{SampleRTT} \tag{1}
\]

\[
\text{RTTVAR} = (1 - \beta) \times \text{RTTVAR} + \beta \times |\text{SampleRTT} - \text{EstimatedRTT}| \tag{2}
\]

\[
\text{RTO} = \max (\text{EstimatedRTT} + K \times \text{RTTVAR}, 2 \text{ticks}) \tag{3}
\]

In prior work, a number of approaches have been proposed to estimate TCP’s RTT. Allman and Paxson use trace-driven simulations to evaluate different RTT estimation algorithms, finding that the performance of the estimators is dominated by their minimum values and influenced by the RTT sample rate [4]. This last conclusion was challenged by Ludwig and Sklower who propose a new algorithm called Eifel for estimating the RTT and setting the RTO [3]. Ludwig and Sklower identify several problems with TCP’s original RTT estimation algorithm [2], including the observation that a sudden decrease in RTT causes RTTVAR and consequently RTO to increase unexpectedly. Our approach mitigates this behavior, since the predictions can follow quite closely any abrupt changes in the RTT. In Section IV we present comparative results that show that our proposed machine-learning approach not only outperforms TCP’s original RTT estimator, but also the Eifel algorithm. Eifel was used as an alternative for comparison other than Jacobson’s algorithm, since it is one of the most cite work on RTT estimation.

Lou and Huang propose an adaptive TCP control algorithm that adjusts the RTT estimation based on the ratio of previous and current bandwidth [5]. Ma et al. describe a TCP retransmission timeout algorithm that is based on recursive weighted median filtering [6]. Their simulation results show that, for Internet traffic with heavy tailed statistics, the ir is calculated using Equation 2 which is also an EWMA, this time of the difference between SampleRTT and EstimatedRTT with gain \( \beta \) typically set to \( \frac{1}{4} \). Equation 3 sets the new value for the RTO as a function of EstimatedRTT and RTTVAR, where \( K \) is usually 4.

\[
\text{EstimatedRTT} = (1 - \alpha) \times \text{EstimatedRTT} + \alpha \times \text{SampleRTT} \tag{1}
\]

\[
\text{RTTVAR} = (1 - \beta) \times \text{RTTVAR} + \beta \times |\text{SampleRTT} - \text{EstimatedRTT}| \tag{2}
\]

\[
\text{RTO} = \max (\text{EstimatedRTT} + K \times \text{RTTVAR}, 2 \text{ticks}) \tag{3}
\]

In this section we present the Fixed-Share Experts algorithm as a generic solution for on-line prediction. Later we describe its application to the problem of predicting the round-trip time of a TCP connection.

### A. The Fixed-Share Experts Algorithm

Our RTT prediction algorithm is based on the Fixed-Share Experts Algorithm [1] which uses “on-line learning” combining the predictions of a set of fixed experts denoted by \( \{x_1, \ldots, x_N\} \).

In on-line learning, the learning process happens in trials. During every trial \( t \) the algorithm receives the predictions from \( N \) experts and uses them to output a master prediction \( y_t \). After trial \( t \) is completed, the true outcome \( y_t \) is known and the experts incur a loss. The loss, computed at trial \( t \) for every expert \( i \), is a function \( L_i(x_t, y_t) \) used to update a set of weights to be used to compute the next prediction for trial \( t + 1 \). This set of weights is denoted by \( W_{t+1} = \{w_{t+1,1}, \ldots, w_{t+1,i}, \ldots, w_{t+1,N}\} \). The weight \( w_{t,i} \) should be interpreted as a measurement of the confidence in the quality of the \( i \)-th expert’s prediction at the start of trial \( t \). In the initialization of the algorithm we make \( w_{1,i} = \frac{1}{N}, \forall i \in \{1, \ldots, N\} \). The algorithm updates the expert’s weight every trial after computation of the loss at trial \( t \) by multiplying the weight of the \( i \)-th expert by \( e^{-\eta L_i(x_t, y_t)} \). The learning rate \( \eta \) is used to determine how fast the updates will take effect, dictating how rapidly the weights of misleading experts will be reduced. Table I summarizes the fixed-share experts algorithm.

After updating the weights, the algorithm also “shares” some of the weight of each expert among other experts. Thus, an expert who is performing poorly and had its weight severely compromised can quickly regain influence in the master prediction once it starts predicting well again. The amount of sharing can be changed by using the \( \alpha \) parameter, called the sharing rate. This allows the algorithm to adapt to
burst traffic scenarios to evaluate the performance of our algorithm.

In [1] the basic version of the Experts Framework is presented, proving bounds for different loss functions. The algorithm is also analyzed for different prediction functions, including the weighted averaging we use. The implementation described in this paper, with the intermediate pool variable, costs $O(1)$ time per expert per trial.

### Parameters

| Parameters: $\eta > 0$ and $0 \leq \alpha \leq 1$
| Initialization: $w_{1,1} = \ldots = w_{1,N} = \frac{1}{N}$
| 1) Prediction: $\hat{y}_t = \frac{\sum_{i=1}^{N} w_{i,t} x_i}{\sum_{i=1}^{N} w_{i,t}}$
| 2) Computing the Loss: $\forall i : 1, \ldots, N$
| $L_{i,t}(x_i, y_t) = \left\{\begin{array}{ll}
\frac{(x_i - y_t)^2}{2 \cdot y_t}, & x_i \geq y_t \\
\frac{(x_i - y_t)^2}{2}, & x_i < y_t
\end{array}\right.$
| 3) Exponential updates: $\forall i : 1, \ldots, N$
| $w_{i,t+1} = w_{i,t} \cdot e^{-\eta L_{i,t}(y_t, x_i)}$
| 4) Sharing weights: $\forall i : 1, \ldots, N$
| $w_{i,t+1} = \left(1 - \alpha\right) \cdot w_{i,t} + \frac{\alpha}{N}$

**TABLE I**

The Fixed-Shares Experts Algorithm.

### B. Applying Experts to TCP’s RTT Prediction

To apply the presented algorithm to TCP’s RTT-prediction problem, the experts predictions $x_i$ shown in Table I serve as predictions for the next RTT measured in ticks. $y_t$ is the RTT value at the present trial (equivalent to the SampleRTT), and $\hat{y}_t$ is the algorithm’s prediction (equivalent to the RTT prediction or the EstimatedRTT mentioned in Section II).

We want the loss function $L_{i,t}(x_i, y_t)$ to reflect the real cost of making wrong predictions. In our implementation (see Table I), the loss function has different penalties for overshooting and undershooting, as they have different impacts on the system’s behavior and performance. An underestimate of the RTT could contribute to an RTO computation that is less than the next measured RTT, causing unnecessary timeouts and retransmissions. We thus employ the following policies. If the measured RTT $y_t$ is higher than the expert’s prediction $x_i$, but still close, then it means that this expert is contributing for a spurious timeout and should be penalized more than other experts that overshoot by a little. Big over-shooters are also severely penalized. The non-trivial issue here is identifying the appropriate cost for miss-predicting the RTT. In this case, the cost could be simply the difference between prediction and measurement, or maybe a factor thereof. It is still possible to improve the loss function by improving the definition of cost in our particular RTT prediction problem. Further investigating appropriate loss functions is the subject of future work.

Setting the value $x_i$ of the experts is referred to as setting the experts spacing. To space the experts is to determine the experts’ values and their distribution within the prediction domain. When predicting RTTs, the experts should be spaced between $\text{RTT}_{\text{min}}$ and $\text{RTT}_{\text{max}}$, defined in some implementations (and on the network simulator used in this work) to be 1 and 128 ticks, respectively. Based on observations of several RTT datasets, we concluded that the the majority of the RTT measurements are concentrated in the lower part this interval. For that reason we found that exponentially spacing the experts, instead of uniformly (or linearly) spacing them, leads to better predictions. The exponential function used in our experiments is $x_t = \text{RTT}_{\text{min}} + \text{RTT}_{\text{max}} \cdot 2^{-\alpha \cdot t}$. The $\frac{1}{2}$ multiplicative factor in the exponent of the spacing function was experimentally chosen to smooth out its growth. This increases the difference between the experts and generates diversity among them, which is good for the sake of increasing predictions granularity and accuracy.

The algorithm, as stated in Table I, will continually reduce the experts’ weights towards zero. Thus, in order to avoid underflow issues in our implementation, we periodically rescale the weights.

### IV. Simulation Results

In this section we discuss simulation results obtained from applying the experts framework and compare the results with Jacobson’s performance. We evaluate the RTT prediction accuracy, as well as goodput, number of retransmitted packets and size of congestion window.

We evaluated the proposed RTT estimation approach using a variety of scenarios; in this section, we present results of three of these scenarios. These scenarios were chosen so that we could study the impact of mobility and network density in the RTT fluctuations and not only fluctuations due to traffic changes and congestion. In Scenario I we study a mobile ad-hoc network composed of 20 nodes. Scenario II is a static wireless network also composed of 20 nodes uniformly distributed over the simulated area. Like in Scenario I, Scenario III is also a mobile network composed of 20 nodes but with a traffic pattern different from Scenarios I, as described in the following sections. In this scenario we also vary mobility by changing the average speed of the mobile nodes.

Each point in every plot presented in this section is the mean value of the given metric for 24 simulations runs with a confidence level of 90%. For the simulations, the QUALNET [12] simulator was used. The simulation area in all experiments is 1500m X 1000m, and the simulated time is 25 minutes. The routing protocol used was AODV [13], 802.11 [14] as the medium access protocol, and Random Way Point (RWP) mobility model was used for all mobile scenarios, with zero seconds of pause and velocity between [1,50] m/s. All nodes run File Transmission Protocol (FTP) applications to generate the TCP flows, and packet size is fixed to 512 bytes. The parameters are common for every simulation scenario unless stated otherwise.

**Impact of Parameters ($N$, $\eta$, $\alpha$)**

We experiment with several combinations of the Fixed-Share algorithm parameters. The number of experts $N$ affects the granularity over the range of values the RTT can assume. In our experiments, $N > 100$ had no major impact on the prediction accuracy. The learning rate $\eta$ is responsible for how fast the experts are penalized for a given loss. We want to avoid too low a value of $\eta$ since it increases the algorithm’s convergence time; conversely, if $\eta$ is too large, it forces the expert’s weights toward zero too quickly. If this second case occurs, then as weight rescaling kicks in, the algorithm assigns similar weights to all experts, making the algorithm’s master prediction fluctuate undesirably around the mean value of the
experts’ guesses. We chose a learning rate in the interval $1.7 < \eta < 2.5$ as it provides good prediction results for all the scenarios tested.

When sharing is not enabled ($\alpha = 0$) the outcome of the algorithm is given only by decreasing exponential updates, making it hard for the algorithm to follow abrupt changes in the RTT measurements: experts that experience a prolonged poor performance lack influence because their weights have become too depreciated. In this case, it would take more trials so that these experts start gaining greater importance in the master prediction. Enabling full sharing ($\alpha = 1$), similar weights are assigned to every expert, and the master prediction fluctuates close to a mean value among the experts guesses. Thus, all reported results use $N = 100$, $\eta = 2$ and $\alpha = 0.08$.

A. Scenario I - MANET

First we considered a Mobile Ad Hoc Network (MANET) composed of 20 nodes. This scenario was built to let us evaluate the performance of the RTT prediction algorithms when the paths in the network and the RTT vary considerably. Although our goal was to show the algorithm’s response to RTT fluctuations, we also varied the number of TCP flows during the simulations to change the load and congestion level in the network. We evaluated scenarios with concurrent flow counts of 3, 7, 17, 34, 68, 100 and 130. Although the flows were evenly distributed among nodes, they started in random times across the duration of the simulation and presented random sizes that varied from 1000 to 100000 packets.

B. Scenario II - Static Network

In this experiment, our goal was to isolate the effect of congestion on the performance of the proposed RTT estimator. Therefore, we did not take mobility into account, by simulating
a static wireless ad hoc network. Here we varied traffic the same way we did for Scenario I.

Figure 5 shows the accuracy of the prediction algorithms. Again, like in the previous scenario, the increasing traffic degrades the performance of the algorithms although, this degradation is much larger for Jacobson's RTT predictor. Moreover, when comparing the accuracy results for the static scenario with the mobile scenario with 20 nodes (Figure 1) one can notice that the error is greater for the static scenario for both algorithms. This can be explained by the fact that in the static scenario, since routes between source and destination are less volatile, some nodes start acting as “bottlenecks”, once they can be part of the route path for many flows. For these nodes, queue lengths are greater and that generates greater fluctuations in the RTT as the traffic changes along the simulation. These larger fluctuations are responsible for the accuracy degradation. Figure 6 shows the average queue sizes in bytes for both mobile and static scenarios, for different number of flows. As expected, the average queue length for the mobile scenario is much lower.

![Fig. 5. Mean error between the predictions and the measured RTT for the static network.](image1)

![Fig. 6. Average queue length in bytes for both mobile and static scenarios.](image2)

In the static scenario the results for the number of retransmitted packets were also lower when using the machine learning approach, as we can see in Figure 7. In this case, the number of retransmissions were smaller than in the mobile scenario, for both algorithms, given that in the static scenario there were no losses due to route failure.

C. Scenario III - Bursty Traffic

In this scenario we give traffic more of a bursty characteristic. The objective of implementing this scenario is to evaluate the behavior of the predictor and the network performance, under different traffic fluctuations. Moreover, the expected behavior in this case would be a larger improvement in the network metrics when using the machine learning approach, given that it can take advantage of burst characteristics due to sharing. Here, we simulate a network with 20 mobile nodes in which every node starts a TCP flow of 1000 packets every 200 seconds during 90 minutes of simulation. Thus, nodes would transmit for a while and then remain silent until the next cycle of 200 seconds. We also vary the velocity of the nodes between [1, 10]m/s, [20, 30]m/s, [40, 50]m/s.

Since the measured RTT fluctuation for this scenario is much greater, the mean prediction error in this case is larger than in the previous scenarios (figure omitted due to space concerns). We also report for this scenario a much lower number of retransmitted packets, which reflected on the cwnd, allowing a better goodput when using our machine learning approach, as seen in Figure 8.

![Fig. 7. The percentage of retransmitted packets in relation to the total number of packets transmitted for both algorithms for the static scenario.](image3)

![Fig. 8. Total number of packets delivered over the duration of the simulation for different node mean velocities and traffic in burst.](image4)

V. LINUX IMPLEMENTATION AND EXPERIMENTS

We implemented the machine-learning algorithm and the Eifel algorithm in the kernel of Linux version 2.6.28.3. We modified the function `tcp_rtt_estimator()` to return the output of the evaluated RTT prediction algorithm. Our implementation of the Eifel algorithm, to the best of our knowledge, is faithful to the algorithm described in [3] for predicting the RTT and setting the RTO.

We acquired data from live runs of file transfers using our modified TCP Kernel modules that implement the Eifel and the proposed prediction algorithm. Data collection happened over 30 file transfers of a 16 MB file. To help filter out the effects of gradual network changes, we interleaved the transfers that
were controlled by our machine-learning approach, the Eifel retransmission timer, and Jacobson’s algorithm. In total there were 10 runs of each algorithm for each of 3 scenarios.

The live experiments used a different set of scenarios than the simulations. In Scenario 1 the source of the file transfer was a Linux machine containing the modified modules for the Experts and Eifel algorithms, and the original Kernel code and TCP timer. This machine was connected to the wired campus network at the University of California, Santa Cruz. The destination was another Linux machine connected to the Internet, physically located in the state of Utah in the USA. Scenario 2 was similar to Scenario 1, except that the source was now connected wirelessly to a 802.11 access point, which was connected to the Internet through the UCSC campus network. Scenario 3 was a full wireless scenario, where both source and destination were connected to the same 802.11 access point. All the measurements were collected at the source of the file transfer.

Figure 9 shows around 200 trials of one of the file transfers. It is possible to notice how much faster the machine learning algorithm can respond to sudden changes in the RTT value and how much closer it can follow the real measurements.

Table II summarizes results from live experiments for the three scenarios studied. This table shows an improvement in the RTT prediction from 40% in Scenario 1 up to 51% in Scenario 3 when comparing the accuracy between the experts algorithm and the standard TCP predictor. This difference is even higher when comparing to Eifel. The other performance metrics—average number of retransmissions and cwnd—also improved considerably when applying our machine-learning approach. On the other hand, Eifel has the advantage of not requiring any parameters to be set since gains are computed “on-the-fly”. In the case of Jacobson’s algorithm, even though a couple of parameters have to be set in advance, it is a much simpler and easier to implement algorithm. However, trading-off complexity to achieve significantly higher performance is consistent with the steady increase of processing and storage capabilities available in computing and communication devices. Thus, given the superior performance illustrated by our results, we can conclude that our approach gives a good trade-off between higher complexity and performance improvement.

VI. CONCLUSIONS

In the present work, we proposed a novel approach to end-to-end RTT estimation using a machine learning technique known as the Experts Framework. We showcase our approach as an alternative to TCP’s RTT estimator and show that it yields higher accuracy in predicting the RTT than the standard algorithm used in most TCP implementations. The proposed machine learning algorithm is able to adapt very quickly to changes in the RTT. Our simulation results show a considerable reduction in the number of retransmitted packets, while increasing goodput, particularly in more heavily congested scenarios. We corroborate our results by running “live” experiments on a Linux implementation. These experiments confirm the higher accuracy of the machine learning approach with more than 40% improvement, not only over the standard TCP predictor, but also when comparing to another well know solution, the Eifel retransmission timer.
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