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World-class	research	in
• Big	Data	Storage	&	Processing
• Scalable	Data	Management
• Distributed	Systems	
Performance	Management
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Carlos’	Background
• Current	Research

• High-performance	ultra-scale	
storage	and	data	management

• End-to-end	Performance	
management	and	QoS

• Network	Intermediaries

• Other	Research
• Data	Management	Games
• Information	Retrieval
• Cooperation	Dynamics
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• Adjunct	Professor,	Computer	Science	
Department,	UC	Santa	Cruz

• Director,	UCSC	Systems	Research	
Laboratory	(SRL)

• Director,	UCSC/LANL	Institute	for	
Scalable	Scientific	Data	Management	
(ISSDM)

• Director,	Center	for	Research	in	Open	
Source	Software	(CROSS)

• 1999-2004:	Performance	Engineer,	
Netapp

• Advising 6	Ph.D.	students.
• Graduated 5 Ph.D.	students
• I	do	this	100%	of	my	time!



Current	Ph.D.	students	and	staff	at	the	SRL	(E2.375)

Noah	WatkinsIvo	Jimenez Michael	SevillaDr.	Jeff	LeFevre

Jianshen Liu
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Some	SRL	Success	Stories
• Ceph

• Consolidates	storage	tiers	for	Object,	Block,	and	File
• Yahoo!	uses	Ceph for	Flickr	and	Cloud	Object	Store.

• Fahrrad
• Robust	efficient	storage	QoS (in	NetApp’s Data	OnTAP)

• RBED	(Rate-Based	Earliest	Deadline)
• Guaranteed	real-time	scheduling	(in	Microsoft/ETH	Barrelfish)

• High-quality	research	and	publications
• Recent	Best	Papers	at	SIGMOD,	HPDC,	ECRTS,	and	RTSS

• Alumni:	4	Postdocs,	13	PhDs,	22	MSs
• Placements	at	IBM	Research	(×2),	Symantec	Research	Lab	(×2),	
MIT	Lincoln	Lab,	NetApp,	Yahoo!,	Inktank,	Disney,	Lawrence	
Livermore	National	Lab,	Los	Alamos	National	Lab,	TidalScale,	…
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Our Solutions
Efficiency, agility, and performance

The world’s leading companies use 
NetApp storage to help them go  
further, faster. Organizations leverage 
clustered NetApp Data ONTAP® to 
create an environment for an agile  
data infrastructure that improves  
the economics, speed, and scale  
of business. 

With NetApp’s integratated data 
protection, customers experience 
nonstop availability of data for business 
application, virtualized, and cloud 
environments. Customers use our big 
data solutions to spark innovation, make 
better decisions, and accelerate profits 
by using their data assets. Our E-Series 
systems help customers meet the 
demanding performance and capacity 
requirements of dedicated workloads. 

 At a Glance
Companies Built on NetApp 
Go Further, Faster
Our Promise
Go further, faster

We create innovative storage and data 
management solutions that boost IT 
efficiency and flexibility. Resources go 
further and business moves faster with 
a NetApp® storage foundation.

With an efficient and flexible storage 
infrastructure, our customers are thrilled 
that they don’t have to choose between 
saving money and improving business 
responsiveness. We lower capital and 
operating expenses, and we help our 
customers outpace the competition 
and delight their customers with better, 
higher-quality services.

$6.2 Billion Revenue  
12,000+ Employees, 150 offices

#1 NetApp Data ONTAP is the world’s  
leading storage operating system1

#3 World’s Best Multinational  
Workplaces 2012

#6 FORTUNE’s “100 BEST COMPANIES  
TO WORK FOR®” 20132

#51 Forbes World’s Most  
Innovative Companies 20123

FORTUNE’s 100  
FASTEST-GROWING COMPANIES 20122

FORTUNE 500® 
Based on FY2011 revenue of $5.1 billion2

Corporate Snapshot

1. Source: NetApp internal estimates in terms of revenue and storage capacity in the worldwide open-networked storage market as of June 2012: VNX, VNXe, and Celerra NS can run any Flare or Dart operating system. The 
contribution of these products to the OS share has been estimated based on the proportion of NAS and SAN installations in these products (NAS—Dart; SAN—Flare).

2. From FORTUNE® Magazine, Feb. 4, 2013; Sept. 24, 2012 and May 21, 2012 © Time Inc. FORTUNE, FORTUNE 100 Best Companies to Work For, and FORTUNE 500 are registered trademarks of Time Inc. and are used under 
License. FORTUNE and Time Inc. are not affiliated with, and do not endorse products or services of, NetApp.

3. From Forbes, September 24, 2012 © 2012 Forbes. All rights reserved. Used by permission and protected by the Copyright Laws of the United States. The printing, copying, redistribution, or retransmission of this Content 
without express written permission is prohibited. http://www.forbes.com/special-features/innovative-companies.html

A History of GrowthNetApp Storage Solutions

Fabric-Attached Storage (FAS) Platform with Clustered Data ONTAP
Enabling an environment for agile data infrastructure

Virtualization
• Server
• Desktop

Cloud
• Private cloud
• Public cloud 
• Service provider 

solutions

Business Apps
• Database
• Collaboration
• Business
• Engineering

Big Data
•  NetApp 

StorageGRID®

• Healthcare 
solutions

E-Series Platform with SANtricity
Meeting the demanding performance and capacity requirements of dedicated workloads

• NetApp Open Solution for Hadoop
• NetApp Full-Motion Video
• NetApp Seismic Processing

• NetApp Media Content Management
• NetApp High-Performance Lustre
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NetApp consistently 
outperforms industry growth 
(Revenue in billions of dollars; 
NetApp fiscal year)
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SRL	Research	Areas	(I)

Programmability	in	Storage	Systems
• Storage	object	interfaces
• Load	balancing	of	metadata	service
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SRL	Research	Areas	(II)

Reproducibility
in	Systems
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microbenchmarks is as close as possible to the results
from machine B; a configuration Ct is obtained.

3. Apply the configuration Ct on machine T and execute the
application, which should observe reduced performance
variability when compared against the unconstrained
execution on T .

If the original execution of the application on base machine
B was itself being constrained, then this configuration Cb

should be applied in step 1. While we believe this methodology
applies to many scenarios, we currently have tested it on single-
threaded and non-collocated workloads (see Results section).

A. Tuning The Target Machine

Finding the values of CPU bandwidth (step 2) is done via
program auto-tunning for one or more microbenchmarks that
characterize the performance of the underlying hardware. At
every execution step, a docker container is instantiated and
constrained with a value for CPU quota. It is reasonable to
assume that the performance of CPU with respect to quota
allocations resembles a monotonically decreasing function
as shown in Figure 1, thus, we can select a random value
within the valid tunable range (or alternatively the highest)
and climb/descend until we get to the desired performance
for the microbenchmark(s) on the target machine. When
multiple microbenchmarks are executed their results need to
be aggregated (e.g. by taking a weighted average of a speedup
metric).

The tuning methodology assumes that the machine where
an application is being ported to is relatively more powerful
that the one were an application originally ran. When this
assumption does not hold, one can resort to constraining the
original execution (i.e. generating a Cb for B).

V. RESULTS

In this section we show the effectiveness of our proposed
methodology (Section V.A) by obtaining the variability profile
for a target machine with respect to a baseline; we do so by
visualizing the reduction of the variability range when we apply
the mapping methodology (Section IV) to the target. We then
study the effects of this reduction by executing a variety of
benchmarks on the same platforms (Section V.B). Due to space
constrains we omit the detailed description of our experimental
setup3. We have one target machine T (2012 Xeon E5-2630)
whose performance is being characterized with respect to a
base machine B (2006 Xeon E5-310). The reason for selecting
a relatively old machine as our baseline is two-folded. First,
by picking an old machine we ensure that the target machines
can outperform the base machine in every test of stress-ng.
Secondly, having an old computer as part of the our study
resembles the scenario that many researchers face while trying
to reproduce results found in the literature.

3For a complete description please refer to the repository of this article at
https://github.com/ivotron/varsys16.

Fig. 2. [source] Histograms for two variability profiles. Each data point
in a histogram corresponds to the performance speedup/slowdown of a
stress-ng CPU method that a machine has with respect to another one. For
example, in the T/B histogram (green), the speedup caused by the architectural
improvements of machine T causes 11 stressors to have a speedup within the
(2.3, 2.4] range over machine B.

A. Reduction of Variability Range

Comparing the range of two histograms illustrates the
differences in performance variability for a pair of machines.
Perfect performance reproducibility of results would result in
having the performance of every benchmark to be in x = 1.0.
As mentioned before (Section II.B), fundamental differences
between two machines such as CPU, memory, micro-controllers
and BIOS configuration make it practically impossible to have
perfect reproducibility between two platforms.

Yet, reducing the performance variability (shrinking the range
around x = 1.0) is an attainable goal. The green histogram in
Figure 2 corresponds to variability profile T/B. The purple
one corresponds to the variability profile of T after being
constrained using the tuning methodology from Section IV.
We denote this profile as T

0
/B. In this particular case, tuning

resulted in a CPU quota of 6372 microseconds for a period
of 10000 microseconds. When these bandwidth limitations are
in place, the variability range is reduced from [1.65, 7.10] to
[0.60, 2.54], i.e. from a range of length 5.45 to one of size
1.94, a ~2.8x reduction.

We make two main observations about Figure 2. First, more
than 50% of the data points cluster around the [0.78, .98] range
(with 88 as the median), while ~25% around the [0.83, 0.93]
range (not shown) for the limited case (purple histogram). In the
unconstrained case (green), the median is 2.48 (mean is 2.70),
with a long tail towards the higher speedup values. Secondly,
while 6372 represents ~63% of CPU time, the range shrinks
only by ~50%. As shown in Figure 1, this is mainly due to the
non-linear behavior of CPU performance under different loads.
An open question is whether the same performance variability
would be observed at the hardware level by using dynamic
frequency scaling.

B. Validation of Variability Characterization

Assuming stress-ng’s distinct CPU methods represent
a realistic coverage of the multiple physical features of a
processor, we can reasonably assume that the performance
of applications with and without constrained CPU bandwidth
will land within the range obtained by our variability char-
acterization profiles introduced in Section III. In order to

Fig. 3. [source] Histogram for T 0/B and T/B profiles. The data points
come from the following benchmarks: STREAM, cloverleaf-serial,
comd-serial, sequoia (amgmk, crystalmk, irsmk),
c-ray, crafty, unixbench, stress-ng (string, matrix, memory
and cpu-cache). Vertical lines denote the limits of the predicted variability
range (Figure 2), obtained from executing stress-ng CPU stressors. Points
outside the predicted line correspond to STREAM. The rightmost point for the
unconstrained (green) histogram is not shown to improve the readability of
the figure; it lies on the 14x bin.

corroborate this hypothesis, we executed 66 benchmarks with
and without CPU bandwidth limitations on the target system.
Every benchmark on this and the previous section was executed
on the base and target systems in docker containers. In order to
minimize the variability that might originate from distinct
compiler optimizations we disable compiler optimizations
(gcc’s -O0 flag). Also, as mentioned previously, these are
single-threaded processes running in uncontended systems; our
goal is to generate bounded performance rather than perfect
reproducibility (Section V.B).

Figure 3 shows the results of our tests for both unconstrained
(green; T/B profile) and unconstrained (purple; T 0

/B profile)
scenarios. Each point on a histogram corresponds to one
benchmark. The two vertical lines denote the variability range
obtained from Figure 2. For the constrained case (purple), with
the exception of one point, all executions land within the pre-
dicted range. We also observe that while the highest value of the
range obtained in the previous section (rightmost vertical purple
line) is in the 2.6x bin, the performance of 64 out of 66 never
go above the smaller [0.6�1.6] range. In the case of executions
without limits (green histogram), we observe 2 points going
out of the predicted range, the one at [1.5� 1.6] and another
(not shown) at 14x, both corresponding to memory-bound
benchmarks (stress-ng-memory-malloc and STREAM,
respectively).

From the analysis of the variability profiles for these 66
benchmarks, we can conclude that the set of stress-ng
microbenchmarks are good representatives of CPU performance
and thus they can serve to characterize a machine for CPU-
intensive workloads. Also, the variability profile seems to be a
good performance predictor, i.e. an execution lies within the
determined speedup/slowdown range.

VI. RELATED WORK

The challenging task of evaluating experimental results
in applied computer science has been long recognized [3],
where the focus is more on numerical reproducibility rather
than performance evaluation. In systems research, runtime

performance is the subject of study, thus we need to look at it
as a primary issue.

The closest work to our approach is Fracas [4]. Fracas
emulates CPU frequency for the same machine. As reported
in [4], accurately emulating CPU frequencies is a challenging
task, even in the same system. Instead, we take the performance
profiles as our baseline and quantify variability, irrespective of
the differences between frequencies.

Architecture-independent characterization of workloads [5]
and performance [6] has been extensively researched in the past.
In our case, working at the OS virtualization level imposes new
challenges. As we have shown, a way of overcoming these
is by using a comprehensive list of microbenchmarks that
can accurately characterize the performance of the underlying
system.

VII. CONCLUSION

Characterizing the variability between machines signifi-
cantly facilitates the interpretation of results when validating
performance reproducibility across distinct platforms. While
performance models and hardware emulation can, in principle,
accurately capture performance characteristics of hardware, it
comes at extreme cost and difficulty. In this work we have
introduced a simpler model for validating results that relies on
performance profiles and incorporates variability ranges. With
the aid of OS-level virtualization we can reduce the variability
by limiting CPU bandwidth.

Acknowledgements: Work performed under auspices of US
DOE by LLNL contract DE-AC52-07NA27344 CONF-681457
and by SNL contract DE-AC04-94AL85000 .
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SRL	Research	Areas	(III)

Distributed	Systems	Performance	Management
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5.1 Convergence

The first experiment demonstrates whether a technique
can converge quickly to equal shares, maximize aggregate
throughput, and minimize latencies while flows start and
stop. Each iperf2 client precedes the next by five seconds
and continues transmitting five seconds longer than the
client that follows it. The bandwidth in each bar should
be equally shared. Due to TCP overhead, 0.97 is the
maximum Goodput index possible in this scenario.

Theoretical Ideal 10% Cap 1 Greedy Flow

1.0; 1.0; 1.0 1.0; 0.1; 1.0 0.2; 1.0; 1.0

Figure 3: Theoretical Ideal, 10% Capped, and

1 Greedy Flow examples.

Stacked Goodput vs. Time, five converging flows. In-
dices below: (1) Jain’s Fairness Index; (2) Goodput In-
dex; and (3) Latency Index of the Smoothed Round-trip-
time distribution. Higher is better, and 1.0 is ideal. See
beginning of Section § 5 for explanations.

The ideal theoretical graph for the five converging flows
is shown in Figure 3 along with a situation where flows
are fair with regard to each other, but are shaped to prevent
them from fully utilizing the link’s available bandwidth.
Finally, one greedy flow is shown consuming all available
bandwidth.

DCTCP Inigo
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Figure 4: Inigo improves upon DCTCP’s Latency In-

dex up to 1.3⇥ in simple environments and up to 42⇥
when not all components can be modified.

In Figure 4, we see DCTCP and Inigo in two scenarios.
Senders, receivers, and the network are all set up to coop-
erate in the first 1 administrative domain case, while only
the sender is configured in the >1 administrative domain
case. Inigo’s worst case Latency Index is up to 42⇥ better
the competition while its Fairness and Goodput Indices
are similar. This means that Inigo is good at fully uti-
lizing links while encouraging good bu�er behavior (i.e.
low occupancy and draining).

ECN Disabled ECN Enabled Receiver-side
and Configured Inigo

CD
G

0.98; 0.89; 0.19 0.97; 0.67; 0.79 0.93; 0.89; 0.18
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ig
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0.98; 0.85; 0.45 0.99; 0.82; 0.56 0.94; 0.89; 0.51

Figure 5: Inigo’s worst-case 99th percentile Latency

Index is > 2⇥ better than the nearest competitor,

CDG, and is > 40⇥ better than DCTCP’s Reno fall-

back. Receiver-side Inigo improves fairness and la-

tency of CUBIC, Inigo’s RTT-based fallback, and

Reno.

Figure 5 shows additional possible combinations be-
yond Figure 4. Each TCP variant is tested without ECN
support configured in the network, with ECN configured
in the network, and without ECN but with an Inigo re-
ceiver. The Inigo sender (last row) and receiver (last col-
umn) have consistently better fairness, aggregate good-
put, latencies compared to the other TCP variants in com-
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Abstract

No one likes waiting in tra�c, whether on a road or on
a computer network. Stuttering audio, slow interactive
feedback, and untimely pauses in video annoy everyone
and cost businesses sales and productivity. An ideal net-
work should (1) minimize latency, (2) maximize band-
width, (3) share resources according to a desired policy,
(4) enable incremental deployment, and (5) minimize ad-
ministrative overhead. Many technologies have been de-
veloped, but none yet satisfactorily address all five goals.
The best performing solutions developed so far require
controlled environments where coordinated modification
of multiple components in the network is possible, but
they su�er poor performance in more complex scenarios.

We present TCP Inigo, which uses independent delay-
based algorithms on the sender and receiver (i.e. am-
bidextrously) to satisfy all five goals. In networks with
single administrative domains, like those in data centers,
Inigo’s fairness, bandwidth, and latency indices are up
to 1.3⇥ better than the best deployable solution. When
deployed in a more complex environment, such as across
administrative domains, Inigo performs up to 42⇥ better.

1 Introduction

Congested networks remain a perennial concern in data
centers and the Internet. For businesses, the long tail of
variations in delay can cost money [17], and congestion
made worse by bu�erbloat [22] creates pain for every-day
users. Network congestion can even cause performance
collapse in a worst case scenario such as incast in a storage
network. Additionally, the network will come under more
pressure as the number of users and the speed of storage
increase.

Whenever devices communicate, potentially mis-
matched speeds or overloaded routes commonly result
in data being queued in bu�ers. The data in a well behav-
ing bu�er drains between peaks, but the data in a badly

Figure 1: Inigo’s latencies are up to 1.3⇥ better than

DCTCP, the best deployable solution, when all com-

ponents of a network are properly configured (green

check). Inigo’s sender-only mode is up 42⇥ better

than DCTCP’s corresponding failure mode, accord-

ing to fairness, bandwidth, and latency indices; and

Inigo can also o�er improvements when only the re-

ceiver is configured. Letter grades are relative to a C for
Reno-level performance.

behaving bu�er persists, taking up space needed to han-
dle new packets and increasing delay without any benefit
to the application [43]. Five general techniques used
to encourage good bu�ering are (1) dropping packets to
implicitly signal senders to slow down; (2) explicitly re-
questing senders to slow down; (3) delaying packets to
increase interleaving of packets from di�erent sources or
match upstream speeds to downstream speeds; (4) select-
ing di�erent routes for load-balancing; and (5) classifying
packets in order to apply combinations of the above to dif-
ferent types of tra�c. These techniques can be applied in
hardware, software queues immediately above the hard-
ware, communication protocols, or in applications.
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SRL	Research	Areas	(IV)

Scalable	Data	Management	in	Genomics

9

Data	Centers

Smart	storage	devices
Smart	phones

?

Scalability
• Size
• Geographic	distance
• Administrative	domains

• 1,000,000	genomes
• Zetabytes
• International	sharing
• Key	to	cancer,	…



SRL	Summary

• Programmability	of	Storage	Systems
• Reproducibility	in	Systems
• Distributed	Systems	Performance	Management
• Scalable	Data	Management	in	Genomics
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We	want	you	to	be	successful!
• Finish	your	class	work	quickly	and	well

• Use	class	projects	as	first	baby	steps	into	trying	out	
new	things!

• Finding	a	research	problem:	
• “What’s	the	fundamental	challenge?”
• “Can	I	falsify	my	assumptions?”
• “Do	I	really	like	to	think	about	that?”

- Develop	good	taste	for	problems!

• Have	a	client	for	the	problem:	
Problem	solver	≠	Problem	expert

• Start	with	dumbest	approach	and	surprise	yourself
• Assumptions	=	Blind	spots

• Look	for	solutions	in	multiple	disciplines
• “Foreign”	concepts	=	Diversity	of	perspectives

• Build	functioning	prototypes:	
Multiple	subsystems	≠	System

Enjoy	writing	and	talking	about	technologies	that	
few	or	none	have	explained	before!

“The	distance	from	who	we	are	to	who	we	would	like	
to	be	is	often	shorter	than	we	think.	But	almost	
always	farther	than	the	couch.”	
[Henri,	The	Chat	Noir,	3/18/2013]
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Use	your	summers!

• Summer	internships
• Companies	have	started	recruiting	for	next	summer!
• Consider	a	national	lab	for	at	least	one	summer:	LANL,	Sandia,	LLNL,	LBNL

• Many	if	not	most	fundamental	technological	innovations	happen	there!
• Consider	source	of	funding	beyond	summer

• Participate	in	open	source	software	projects
• Professional	communities	of	programmers
• Start	working	on	your	“github portfolio”

12



cross.ucsc.edu
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The	Role	of	Open	Source	
Software	in	Research	&	Education

Education
• The	(only)	examples	of	industry-strength	
code

• Open	source	communities	include	
professional	and	experienced	
programmers

• Github projects	become	an	important	
part	of	resume

• Coding	is	part	of	job	interview:	Google,	
Microsoft,	Facebook,	LinkedIn,	Twitter,	
Amazon,	Zynga,	Dropbox,	…

• Why	does	someone	graduated	with	a	
Ph.D.	in	CS	has	to	prove	coding	skills?

Research
• Essential	for	computer	science

• Enabler	of	scientific	results
• Enabler	of	reproducibility	of	
scientific	results

• We	produce	students	and	papers
• What	about	all	those	software	
prototypes?
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The	Opportunity of	Open	Source	Software	in	
Research	&	Education

15

Graduation!

Before After

Software
Prototype



The	Opportunity of	Open	Source	Software	in	
Research	&	Education
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Graduation!

Before After

Software
Prototype



Successful	OSS	projects

• Attract	new	talent
• Help	UCSC	in	recruiting	very	talented	students
• University	student	career	as	a	path	to	OSS	leadership

• Used	as	research	&	education	platform
• Leverage	past	systems	research	and	make	results	reproducible
• Useful	and	usable	as	a	tool	for	systems	education

• Create	OSS	leaders	who	know	how	to	get	systems	built
• Know	where	to	find	the	right	tools	&	technologies
• Much	more	leveraged	in	their	value	to	industry!
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The	Opportunity of	Open	Source	Software	in	
Research	&	Education

18

Graduation!

Before After

Software
Prototype

?



• Bridges	gap	between	student	research	&	open	source	projects
• Funded	by	Sage	Weil	endowment	&	corporate	memberships
• Attracts	talented	students	and	employees	who	acquire	skills	in	open	
source	software

Education

Research

Incubator

UC	Santa	
Cruz

Faculty	
and	

Students

Members	
of	

Industry

Talent,	Projects,	Technologies

• Educate	the	next	generation	
of	OSS	leadership

• Leverage	OSS	culture	in	
UCSC	research

• Incubate	work	beyond	
graduation	to	reach	critical	
mass
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Research	Projects:	
• 6	projects	selected	for	funding
• 1	Graduate	Student	Researcher	
(GSR)	per	project
• Reviewed	every	6	months:

• Fundamental	research	question
• Plausible	path	to	successful	open-
source	software	project

• Long-term	relevance	to	
companies,	university,	and	
society

• Adequate	progress,	Success:	
publications,	citations,	graduation

Incubator	Projects:
• 2	projects	selected	for	funding
• 1	Post-doc	per	project
• Reviewed	every	6	months:

• Out-of-box	experience
• Growing	diverse	developer	
community

• Adequate	progress,	Success:	
adopted	by	organization	outside	
university

Programs
Education:
• CMPS	107:	“Open-Source	
Programming”
• TA:	Andrew	Shewmaker,	

Chancellor’s	Graduate	Teaching	
Fellow	(for	syllabus)

• Excellence	in	Teaching	Awards	for	
both	TA	Andrew	and	instructor	
Carlos

• Speakers:	Peter	Grehan	
(TidalScale),	Spencer	Sevilla
(UCSC),	H.	Peter	Anvin,	Sage	Weil,	
Jessica	Yu	(Red	Hat)

• Now	a	permanent	course,	next	
scheduled	for	Winter	2017,	
telecasted,	webcasted

• Additional	”Advanced	Open-Source	
Programming”	planned



Open	Source	Experts
• Ensure	that	the	work	we	do	at	CROSS	is	acceptable	to	the	open	
source	software	community

Karen	Sandler,	JD,	Executive	Director,	Software	Freedom	Conservancy
https://en.wikipedia.org/wiki/Karen_Sandler

Sage	Weil,	UCSC	Alum,	Ceph creator,	Founder	&	CTO,	Inktank
https://en.wikipedia.org/wiki/Sage_Weil
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Sponsors



More	details
cross.ucsc.edu
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