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Abstract

This paper describes results of an experiment with 9 different DARPA
Communicator Sysems who paticipated in the June 2000 daa
collection.  All systems supported travel planning and utilized some
form of mixed-initiative interaction. However they varied in severd
criticdl dimensons (1) They targeted different back-end databases for
travel informetion; (2) The used different modulesfor ASR, NLU, TTS
and didog management. We describe the experimentd design, the
goproech to data colledtion, the metrics collected, and results
compaing thesystems.

1. Introduction

The objedtive of the DARPA Communicetor project isto support rapid,
cog-effective devdopment of multi-modd  speech-encbled diaog
systems with advanced conversdtiond capabiilities. In order to make
this a redlity, it is important to be adle to evaluate the contribution of
various techniques to users willingness and ability to use a spoken
didog system [15]. In June of 2000, we conducted an exploratory
expaiment with 9 participaing communicator systems.  All sysems
supported traved planning and utilized some form of mixed-initidive
interaction. However the systems varied in severd aritical dimendons
(1) They targeted different back-end databasesfor travel information; (2)
Sysem modules such as ASR, NLU, TTS and didog management
weretypicdly different acrosssystems.

The expaiment wes desgned by the Evduaion Subcommittee
composed of representatives of eech Communicator Ste and NIST. A
logfile standard was developed by MITRE and used by dl sytemsto
collect aset of core metrics for making cross-Ste comparisong 9]. These
are destribed on the Evauation Committees WebPege [10]. We dso
collected user stifaction metrics via a web-based survey. The results
to be discussad in more detall beow, show that user satisfaction differed
condderably across the 9 sysems Subseguent modding of user
sdisfaction gpplying the PARADISE framework [16] gave us some
ingght into why each sysem was more or less sstisfactory. While other
metrics were a0 Sgnificant predictors of user satidfaction, the four
metrics of task completion, task duration, recognition accurecy and
meen system turn duration accounted for 38% of the variance in user-
sdisfadtion. Section 2 explains the experimenta design and Section 3
presentstheresults. Section 4 discussesfutureplans.

2. Experimental Design and Setup

Nine different Communicator travel planning sysems particdpated inthe
data collection, one from esch of AT&T Labs, BBN Technologies,

Carnegie Mdlon Universty, University of Colorado, IBM, Lucant Bl
Labs MITRE, SRI Internetiond. Here we report results anonymoudy
by arandom number between 1 and 9 assigned to eech Ste.

We ran a controlled experiment in which a set of redidic subjects
from the target population of frequent travelers interacted with esch of
the 9 Communicator spoken didog systems. We recruited 72 ndive
U.S. English speskersto cdl dl 9 sysems over 3 periods of 3 daysto
plan travel tasks according to a set of 9 redigtic scenarios. Subjedts
caried out the scenarios in a fixed order. The god was to have 8
didogs per task per system, but Sncenot dl subjects cdled dl systems,
theresulting corpus consgs of 662 didogs.

The task scenarios consisted of 7 fixed and 2 open scenaios. The 7
fixed scenarios were desgned to vary task complexity, where task
complexity for this purpose was defined smply as the number of
condraints thet the user had to communicate to the system. These were
presented to the user in tabular formet. The open scenarioswere defined
by theuser. After completing 7 pre-defined taskswith 7 of the systems,
the users were asked to use the ramaining two systems to plan a recent
or intended busness trip and plan a vacation. By asking the usersto
definetheir own tasks, the open scenarios were intended to gpproximeate
the conditions under which these sysemswould beused in thefidd [1],
athough aswe discussbelow thisintention was not achieved.

The didogs were recorded in full a NIST by connecting eech cdl
through a centrd cdl router. Each Ste provided a sandard lodfile, as
wal as transcriptions and recordings user utterances. At the end of eech
cdl, usrs gave subjective feedback viaaweb survey.

The Communicetor data collection was designed to meke it possble
to apply the PARADISE evduaion framework which integrates and
unifies previous goproachesto evaluation [16,2,10,34]. Thisframework
posits that maximizing user satisfaction is the system’s overall objective
and that task success and various interaction costs calculated as metrics
can be used as predictors of user satisfaction.

Metrics collected per call consisted of objective metrics extracted
from the logging and subjective metrics collected via a survey. The
survey was used to calculate User Satisfaction by asking the user to
specify the degree to which they agreed with the set of statements below
onab point Likert scale [5,7,14].

*  Inthis conversation, it was easy to get the information that |
wanted. (Task Ease)

e |found the system easy to understand in this conversation.
(TTS Performance)

¢ Inthis conversation, | knew what | could say or do at each
point of the dialogue. (User Expertise)

e Thesystem worked the way | expected it to in this
conversation. ( Expected Behavior)



e Basedon my expariencein thisconversation usng this
sysdemto get trave information, | would liketo usethis
sysem regularly. (FutureUse)

The vaues of the responses were then summed, giving a per didog
meesure ranging from 5 to 25. In addition, aterary definition of Task
Completion was annotated by hend for eech cdl. We diginguish
between exact scenaio completion (ESC), other scenario completion
(OTHER) and no scenaio completion (NOCOMP). This metric arose
because some cdlers completed an itinerary other then the oneassgned.
This may have resulted from caller’s inattentiveness, e.g. she didnT
correct the system when it misunderstood. In this case, the system could
be viewed as having done the best it could with the information
provided. This argues for defining Task Completion as ESC +
OTHER. However, examination of the dialogs suggests that
sometimes the OTHER category arose as a rational reaction to repeated
recognition error. The fact that 85% of the surveys included comments
also supports the conclusion that users were generally attempting to
complete the described scenarios. Thus we decided to distinguish cases
where users completed the assigned task, completed some other task, or
the call ended without itinerary completion. In the analysis below, we
present results for both exact scenario completion (ESC only) and ANY
scenario completion (ESC + OTHER). Because we were concerned
with user behavior in this experimental setup, we also separately hand
tagged each dialog for user behavior. Descriptions are provided below.
The set of metrics were:
= Diaog Efficdency Merics Total elapsed time, Time on task,
System turns, User turns, Tums on task, time per tum for each
system module
= Diaog Quality Metrics: Word Accuracy, Sentence Accuracy,
Mean Response latency, Response latency variance
*  Tak Success Mdrics Perceived task completion, Exact
Scenario Completion, Any Scenario Completion
= Use Satifaction: Sum of TTS performance, Task ease, User
expertise, Expected behavior, Future use.

3. Expeimental Reaults

The experiment resulted in 662 dialogs with dialogs per system
numbering between 60 and 79. Variation in the number of dialogs per
system and task resulted from problems with system stability and the
stability and load on the central call router. Thus, although the design
was a within-subjects design, only 49 of the subjects actually called all 9
systems. Here, we report an analysis of all the data.

User Behavior: We labeled each dialog with one of 6 types of user
behavior. Percentages per behavior are below. A Goal-Directed user
(719%) is completely focused on the task and never exhibits any of the
following behaviors. An Initially-Inattentive user (1.3%) took some
seconds to respond to the system, either not responding or answering
wrongly. The False-Acceptance users (8.8%) failed to correct a system
misunderstanding. The Wrong-Information users (2.4%) provided
information inconsistent with a fixed scenario. The Scenario Switch
category (4.3%) were open tasks where the user changed plans during
the dialog (often in response to repeated recognition error). The
Unknown case (10.7%) covers those dialogs where no logfile was
generated (i.e., the system either crashed or prematurely ended the call ).

Usr Satidfaction: We initially examined differences in user
satisfaction across the 9 systems as shown in the box plot in Figure 1.
The box plot indicates the full range of values for user satisfaction, and
the interquartile range as a box within that. The median of the
distribution is shown by a horizontal line within the box. A one-way
ANOVA for user satisfaction by site using the modified Bonferroni
statistic shows that the user satisfaction metric distinguishes four groups

of performers with sites 3,2,1,4 in the top group, sites 4,5,9,6 in a second
group, and sites 8 and 7 defining a third and a fourth group.

We also examined the relationship between the individual
components of user satisfaction, namely Task Ease, TTS Performance,
User Expertise, Expected Behavior and Future Use and the cumulative
user satisfaction measure. In contrast to previous work, we found that all
of the components contributed similarly to the overall measure. The
correlation between User Satisfaction and Task Ease was 0 .9, TTS
Performance was .72, User Expertise was .83, Expected Behavior was
.91 and Future Use was .91. This suggests that if only one question
could be asked that the Future Use question could stand in for the rest.
However, we also examined whether there were significant differences
across systems in any of these components. As one might expect there
were significant differences in all of these components, however the
pattern for each component tended in the main to mirror the overall
pattern shown in Figure 1
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Figure 1. User Satisfaction by StelD.

We then applied PARADISE to develop models of user satisfaction
and examined differences across sites for metrics that were significant
predictors of user satisfaction. In order to provide a baseline
performance model, we initially derived a model using a set of core
metrics typically available for any dialog corpus, namely task
completion, task duration and sentence accuracy. Models of user
satisfaction based on these core metrics account for 35% of the variance
in user satisfaction. A 2-tailed t-test shows that these predictors were
significant at the p=.0001 level.

The finding that task completion and recognition performance are
significant predictors duplicates previous results [16]. The fact that task
duration is also a significant predictor may simply indicate larger
differences in task duration in this corpus. When all of the metrics
available from the Communicator logfile standard are utilized, the best
model fits can be obtained by the addition of only one other metric,
namely System Tum Duration. The model accounts for 38% of the
variance in user satisfaction® . The leamed model is that User Sat is the
sum of:

A43* ESC1-15* TaskDur +.21 Ssoc +.14* SysTurmnDur (6]

where ESCL is the temary task completion metric, TaskDur is the time
on task, Sacc is Sentence Accuracy and SysTurmnDur is the average
time for each system tum. We then examined how the metrics
significant for predicting user satisfaction distinguished among sites .

Task Completion: We first examined Task Completion by Scenario
and by Site. We examined Task Completion by Scenario in order to
determine whether the experimental manipulation of task complexity
had indeed made some tasks more difficult, and whether there were

! Tree models using the full set of metrics account for 36% of
the variance in user satisfaction



differences in completion between the open tasks (scenarios 8,9) and
thefixed tesks (scenaios 110 7).

A oneway ANOVA for ESC and for ANY by sesson showed
sgnificant differences between sessons for the ESC metric (p = .01),
but not for the ANY metric. One reasons for thisis thet, contrary to our
expectations, users more reedily modified their travel plansfor the open
tasks, i.e. if the system couldn’t understand Denpasar airport in Bali,
and thought the user wanted to fly to St. Petersburg in Russia, the users
changed their vacation plans. The fact that there were no differences for
ANY completion by session also suggests that experience with the
systems did not improve the users’ ability to complete their tasks. This
may have been because users called each system only once. See the
discussion below.
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Figure2: Conpletion by Sesson ID. Each user did all tasksinthesame
sequence, but order of sygemsvaried.

One-way ANOVAs for ESC and ANY by site indicate
significant differences in task completion (F> 13.9, p <.001). A one-
way ANOVA for ESC by site using the modified Bonferroni statistic
for multiple comparisons defines three groups of performers, with sites
2,3,4,1,5 in the top group, sites 5,6,9 in a second group and sites 8,7 in
the lowest group. A one-way ANOVA for ANY Scenario Completion
by site using the modified Bonferroni statistic defines the same three
groups. Figure 3 shows task completion performance .

Tak Duration:. A one-way ANOVA for Task Duration by site
using the modified Bonferroni statistic for multiple comparisons
indicates significant differences in Task Duration (F=10.8, p = .0001),
and distinguishes three groups of performers with site 3 in the top group
(shortest durations), sites 1, 2, 4, 7 in a second group and sites 5, 6, 8, 9
in a third group. However the interesting case for Task Duration is for
calls in which an itinerary is completed, since some failed tasks were
due to system crashes early in the dialog. A box plot in Figure 4
indicates the performance of each site for Task Duration for the ANY
task completion subset. A one-way ANOVA for Task Duration by site
for this subset also indicates significant differences (F=10.9, p <.0001)
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Figure3: Completion by StelD
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Figure4: Task Duration for Completed Tasksby StelD.

Sentence Accuracy: A one-way ANOVA for Sentence Accuracy by
site using the modified Bonferroni statistic  showed significant
differences between sites (F= 40.5, p < .0001) and two groups of
performers (1, 2, 4,8, 9and 3, 5, 6, 7). Some systems did not support
voice barge-in, and this correlated with higher accuracy. However,
there was also a strong interaction between gender and sentence
accuracy by site; recognition performance at some sites was much better
for female speakers, at others better for males, and for some there was
no difference. See the box plot in Figure 5. Furthermore, although the
experimental design attempted to balance for gender, subjects were
added as users failed to call. In the end, the user population was 64%
female and 36% male, causing problems for sites with poor recognition
performance for female speakers.

Sysem Turn Duration: The PARADISE model above indicates
that System Turn Duration is postively correlated with satisfaction.
However because flight presentation utterances were longer than other
system turns, this may simply indicate the presentation of potential
itineraries.

COMPLETIO



F M
F G o e e e N N F G o e e e N N
100~ B 100~ B
80 B 80 B
3 3
<I 60 * 1 <I 60 B
% %
*
a0+ E a0+ . i
X
201 B 201 * B
0 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1
012 3 456 7 8910 012 3 4567829
SITEID SITEID

Figure5: Sentence Accuracy Femalesvs. Males by StelD.

User Words per Turn: Findly, even though User Words per Turn
was not a Sgnificant predictor of user stisfaction, we examined this
metric as an indicator of user initiive A oneway ANOVA by ste
reveded that there were Sgnificant differences among stes in the
amount of initidtive that userstook. In particular ste’5 wasthe only te
in which at leegt hdlf the didogs had an average user words per turn
gregter than 4. Further examingtion of the didogs from thet Site suggests
thet this may be due to the use of more open prompts both a the
beginning of the didog, eg. Tdl me about your travd plans and at
other phasss of the didog. For example, when system 5 wias having
trouble undergtanding the user, it would make open-ended suggestions
such as Try asking for flights between two mejor ditiesrather than using
directive prompts such as Pleasetdl meyour detination

4, Discusson and FutureWork

Our andysisidentified severd issueswith the 2000 data collection. The
firg issue was the within-subjects design. We thought thiswould dlow
us to leamn about comparisons across sysems,  but we believe this
desgn may result in usng behavior reflecting the least common
denominator; s usas cdled one sysem dter another, they
accommodated their benavior to the leest flexible sysem. A second
issue wasthe tabular presentation of the fixed scenarios; userstook very
littleinitistive and  this presentation format may leed them to believe a
conversation issmply fillinginthe dots inthetable A third issue was
thet users doing the open soenarios were more likely to change ther
tak middream (20% vs 5%); thus these soenaios did not
goproximate users planning red trips

We expect to address these problems in severd ways Firg, the
second data collection scheduled to begin in April 2001 is a
longitudind experiment (6 months) where users repestedly use the
same sysem. This should better gpproximete the red conditions of use
and users should be able to learn how to use the systems as well as
providing system designers an opportunity to explore agorithms for
sysem adaptation to usars. Second, al users are frequent travderswho
cdl their sysem to plan red trips There will be both SHORT and
LONG users. The LONG userswill perform 4 fixed leaming scenarios
in the beginning of the data collection; this will provide data for
adaptation dgorithms and will create an expert populaion. Third, we
hope to use audio presentation of the learning tasks to address the
problems of tebular presentation  while avoiding the problem of
putting words into the user’s mouth. The experimental design is
described in more detail on the Evaluation Committee web page [9].

In related work we have developed additional qualitative metrics
based on dialog act tags for comparing Communicator systems[17] and
found that dialog act metrics improve models of user satisfaction. We
plan to utilize these metrics in the 2001 data collection.
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