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Abstract

We present an on-line investment algorithm which achieves almost the same wealth as the best constant-rebalanced portfolio determined in hindsight from the actual market outcomes. The algorithm employs a multiplicative update rule derived using a framework introduced by Kivinen and Warmuth. Our algorithm is very simple to implement and requires only constant storage and computing time per stock in each trading period. We tested the performance of our algorithm on real stock data from the New York Stock Exchange accumulated during a 22-year period. On this data, our algorithm clearly outperforms the best single stock as well as Cover’s universal portfolio selection algorithm. We also present results for the situation in which the investor has access to additional “side information.”

1 INTRODUCTION

We present an on-line investment algorithm which achieves almost the same wealth as the best constant-rebalanced portfolio investment strategy. The algorithm employs a multiplicative update rule derived using a framework introduced by Kivinen and Warmuth [17]. Our algorithm is very simple to implement and its time and storage requirements grow linearly in the number of stocks. Experiments on real New York Stock Exchange data indicate that our algorithm outperforms Cover’s [8] universal portfolio algorithm.

The following simple example demonstrates the power of constant-rebalanced portfolio strategies. Assume that two investments are available. The first is a risk-free, no-growth investment stock whose value never changes. The second investment is a hypothetical highly volatile stock. On even days, the value of this stock doubles and on odd days its value is halved. The relative returns of the first stock can be described by the sequence 1, 1, 1, ... and of the second by the sequence 1/2, 1, 1/2, 1, 1/2, ... Neither investment alone can increase in value by more than a factor of 2, but a strategy combining the two investments can grow exponentially. One such strategy splits the investor’s total wealth evenly between the two investments, and maintains this even split at the end of each day. On odd days the relative wealth decreases by a factor of 1/2 × 1 + 1/2 × 1/2 = 3/4. However, on even days the relative wealth grows by 1/2 × 1 + 1/2 × 2 = 3/2. Thus, after two consecutive trading days the investor’s wealth grows by a factor of 3/2 × 3/2 = 9/4. It takes only six days to double the wealth and over 2n trading days the wealth grows by a factor of (9/4)n.

Investment strategies which maintain a fixed fraction of the total wealth in each of the underlying investments, like the one described above, are called constant-rebalanced portfolio strategies. Previously, Cover [8] described a portfolio-selection algorithm that provably performs “almost as well” as the best constant-rebalanced portfolio. In this paper, we describe a new algorithm with similar properties. Like the results for Cover’s algorithm, this performance property is proven without making any statistical assumptions on the nature of the stock market.

The theoretical bound we prove on the performance of our algorithm relative to the best constant-rebalanced portfolio is not as strong as the bound proved by Cover and Ordentlich [10]. However, the time and space required for our algorithm is linear in the number of stocks whereas Cover’s algorithm is exponential in the number of stocks. Moreover, we tested our algorithm experimentally on historical data from the New York Stock Exchange (NYSE) accumulated over a 22-year period, and found that our algorithm clearly outperforms the algorithm of Cover and Ordentlich.

Following Cover and Ordentlich [10], we also present results for the situation in which the investor has some finite “side information,” such as the current interest rate. Side information may provide hints to the investor that one or a set of stocks are likely to outperform the other stocks in the portfolio. Moreover, the side information may be dependent on the past and future behavior of the market. At the beginning of each trading day, the side information is presented to the investor as a single scalar representing the “state” of the finite side information; the significance of this information must be learned by the investor.
2 PRELIMINARIES

Consider a portfolio containing \( N \) stocks. Each trading day, the performance of the stocks can be described by a vector of price relatives, denoted by \( \mathbf{x} = (x_1, x_2, \ldots, x_N) \) where \( x_i \) is the next day’s opening price of the \( i \)th stock divided by its opening price on the current day. Thus the value of an investment in stock \( i \) increases (or falls) to \( x_i \) times its previous value from one morning to the next. A portfolio is defined by a weight vector \( \mathbf{w} = (w_1, w_2, \ldots, w_N) \) such that \( w_i \geq 0 \) and \( \sum_{i=1}^{N} w_i = 1 \). The \( i \)th entry of a portfolio \( \mathbf{w} \) is the proportion of the total portfolio value invested in the \( i \)th stock. Given a portfolio \( \mathbf{w} \) and the price relatives \( \mathbf{x} \), investors using this portfolio increase (or decrease) their wealth from one morning to the next by a factor of \( \mathbf{w} \cdot \mathbf{x} = \sum_{i=1}^{N} w_i x_i \).

2.1 ON-LINE PORTFOLIO SELECTION

In this paper, we are interested in on-line portfolio selection strategies. At the start of each day \( t \), the portfolio selection strategy gets the previous price relatives of the stock market \( \mathbf{x}^1, \mathbf{x}^2, \ldots, \mathbf{x}^{t-1} \). From this information, the strategy immediately selects its portfolio \( \mathbf{w}^t \) for the day. At the beginning of the next day (day \( t+1 \)), the price relatives for day \( t \) are observed and the investor’s wealth increases by a factor of \( \mathbf{w}^t \cdot \mathbf{x}^t \).

Over time, a sequence of daily price relatives \( \mathbf{x}^1, \mathbf{x}^2, \ldots, \mathbf{x}^T \) is observed and a sequence of portfolios \( \mathbf{w}^1, \mathbf{w}^2, \ldots, \mathbf{w}^T \) is selected. From the beginning of day 1 through the beginning of day \( T + 1 \), the wealth will have increased by a factor of

\[
S_T(\mathbf{w}^t), \mathbf{x}^t) \overset{\text{def}}{=} \prod_{t=1}^{T} \mathbf{w}^t \cdot \mathbf{x}^t.
\]

Since in a typical market the wealth grows exponentially fast, the formal analysis of our algorithm will be presented in terms of the normalized logarithm of the wealth achieved. We denote this normalized logarithm of the wealth by

\[
L_S(\mathbf{w}^t), \mathbf{x}^t) \overset{\text{def}}{=} \frac{1}{T} \sum_{t=1}^{T} \log(\mathbf{w}^t \cdot \mathbf{x}^t).
\]

2.2 CONSTANT-REBALANCED PORTFOLIOS

With the benefit of hindsight, on each day one can invest all of one’s wealth in the single best-performing stock for that day. It is certainly absurd to hope to perform as well as a prescient agent with this level of information about the future. Instead, in this paper, we compete against a more restricted class of investment strategies called constant-rebalanced portfolios. As noted in the introduction, a constant-rebalanced portfolio is rebalanced each day so that a fixed fraction of the wealth is held in each of the underlying investments. Therefore, a constant-rebalanced portfolio strategy employs the same investment vector \( \mathbf{w} \) on each trading day and the resulting wealth and normalized logarithmic wealth after \( T \) trading days are

\[
S_T(\mathbf{w}) \overset{\text{def}}{=} S_T(\mathbf{w}, \mathbf{x}^t) = \prod_{t=1}^{T} \mathbf{w} \cdot \mathbf{x}^t,
\]

\[
L_S(\mathbf{w}) \overset{\text{def}}{=} L_S(\mathbf{w}, \mathbf{x}^t) = \frac{1}{T} \sum_{t=1}^{T} \log(\mathbf{w} \cdot \mathbf{x}^t).
\]

Note that such a strategy might require vast amounts of trading, since at the beginning of each day \( t \) the investment proportions are rebalanced back to the vector \( \mathbf{w} \). In this paper we ignore commission costs (however, see the discussion in Section 6).

Given a sequence of daily price relatives \( \mathbf{x}^1, \mathbf{x}^2, \ldots, \mathbf{x}^T \), we can define, in retrospect, the best rebalanced portfolio vector which would have achieved the maximum wealth \( S_T \), and hence also the maximum logarithmic wealth, \( L_S \).

We denote this portfolio by \( \mathbf{w}^* \). That is,

\[
\mathbf{w}^* \overset{\text{def}}{=} \arg \max_{\mathbf{w}} S_T(\mathbf{w}) = \arg \max_{\mathbf{w}} L_S(\mathbf{w}),
\]

where the maximum is taken over all possible portfolio vectors (i.e., vectors in \( \mathbb{R}^N \) with non-negative components that sum to one). Iterative methods for finding this vector using the entire sequence of price relatives \( \mathbf{x}^1, \ldots, \mathbf{x}^T \) are discussed in our earlier paper [13] which gives several updates for solving a general mixture estimation problem, including multiplicative updates like those described in this paper. We denote the wealth and the logarithmic wealth achieved using the optimal constant-rebalanced portfolio \( \mathbf{w}^* \) by \( S_T(\mathbf{x}) \) and \( L_S(\mathbf{x}) \), respectively. Whenever it is clear from the context, we will omit the dependency on the price relatives and simply denote the above by \( S^* \) and \( L^* \).

Clearly, \( \mathbf{w}^* \) depends on the entire sequence of price relatives \( \mathbf{x}^t \) and may be dramatically different for different market behaviors.

Obviously, the optimal vector \( \mathbf{w}^* \) can only be computed after the entire sequence of price relatives is known (at which point, it is no longer of value). However, the algorithm described in this paper (as well as Cover’s [8] algorithm) performs almost as well as \( \mathbf{w}^* \) while using only the previously observed history of price relatives to make each day’s investment decision.

2.3 UNIVERSAL PORTFOLIOS

Cover [8] introduced the notion of universal portfolio. An on-line portfolio selection algorithm that results in the sequence \( \{\mathbf{w}^t\} \) is said to be universal (relative to the set of all constant-rebalanced portfolios) if

\[
\lim_{T \to \infty} \max_{\{\mathbf{x}^t\}} \left[ L_S(\{\mathbf{x}^t\}) - L_S(\{\mathbf{w}^t\}, \{\mathbf{x}^t\}) \right] = 0.
\]

That is, a universal portfolio selection algorithm exhibits the same asymptotic growth rate in normalized logarithmic wealth as the best rebalanced portfolio for any sequence of price relatives \( \{\mathbf{x}^t\} \).

\(^1\)The unit of time “day” was chosen arbitrarily; we could equally well use minutes, hours, weeks, etc. as the time between actions.
In Section 3 we adapt a framework developed for supervised learning and give a simple update rule that selects a new portfolio vector from the previous one. We prove that this algorithm is universal in Section 5.

2.4 SIDE INFORMATION

In reality, the investor might have more information than just the price relatives observed so far. Side information such as prevailing interest rates or consumer-confidence figures can indicate which stocks are likely to outperform the other stocks in the portfolio. Following Cover and Ordentlich [10], we denote the side information by an integer $y$ from a finite set $\{1, 2, \ldots, K\}$. Thus, the behavior of the market including the side information is now denoted by the sequence $\{x^t, y^t\}$.

Following Cover and Ordentlich [10], we allow the constant-rebalanced portfolio to exploit the side information by expanding the single portfolio into a set of portfolios, one for each possible value of the side information. Thus, a constant-rebalanced portfolio with side information consists of the vectors $w(1), w(2), \ldots, w(K)$ and uses portfolio vector $w(y^t)$ on day $t$. The wealth and normalized logarithmic wealth resulting from using a set of constant-rebalanced portfolios based on side information are,

$$S_T(w(\cdot), \{x^t, y^t\}) \overset{\text{def}}{=} \prod_{t=1}^T w(y^t) \cdot x^t,$$

$$LS_T(w(\cdot), \{x^t, y^t\}) \overset{\text{def}}{=} \frac{1}{T} \sum_{t=1}^T \log (w(y^t) \cdot x^t).$$

Just like the definition of the best constant-rebalanced portfolio, we define the best side information dependent portfolio set $w^*(\cdot)$ as the maximizer of $S_T(w(\cdot), \{x^t, y^t\})$. Note that the dimension of a side information dependent portfolio selection problem is $K$ times larger than the single portfolio selection problem.

The sequence of side information $\{y^t\}$ could be meaningless random noise, neither a function of the past market nor a predictor of future markets. On the other hand, it might be a perfect indicator of the best investment. Extending the two-investment example given in Section 1, we might have side information $y = 1$ on odd days (when the volatile stock loses half its value) and $y = 2$ on even days (when the volatile stock doubles). This side information can be exploited by the constant-rebalanced portfolio set $w(1) = (1, 0)$ and $w(2) = (0, 1)$ to double its wealth every other trading day. However, the only side information communicated to the investor (at the beginning of day $t$) is the single value $y^t$ with no further “explanations,” and the sequence $\{y^t\}$ may or may not contain any useful information. Hence, the importance of each side information value must be learned from the performance of the market during previous trading days.

An on-line investment algorithm in this setting has access on day $t$ both to the past history of price relatives (as before) and to the past and current side information values $y^1, \ldots, y^t$. The goal of the algorithm now is to invest in a manner competitive with $S_T(w^*(\cdot), \{x^t, y^t\})$, the wealth of the best constant-rebalanced portfolio with side information. One can easily define a notion of universality analogous to the definition given in Section 2.3.

As noticed by Cover and Ordentlich [10], the investor can partition the trading days based on the side information, and treat each partition separately. Exploiting the side information is therefore no more difficult than running $K$ copies of our algorithm, one for each possible value of the side information. Since the logarithm of the wealth is additive, the logarithm of the wealth on the entire sequence with side information is just the sum of the logarithms of the wealths generated by the $K$ copies of the algorithm.

2.5 RELATED WORK

Distributional methods are probably the most common approach to adaptive investment strategies for rebalanced portfolios. Kelly [16] assumed the existence of an underlying distribution of the price relatives and used Bayes decision theory to specify the next portfolio vector. Under various conditions, it was demonstrated (e.g. [5, 7, 6, 4, 2]) that with probability one the Bayes decision approach achieves the same growth rate of the wealth as the best rebalanced portfolio. In this approach, the price relative sequences can be drawn from one of a known set of possible distributions. This approach was used by Algoet [1] who considered the set of all ergodic and stationary distributions on infinite sequences, and estimated the underlying distribution in order to choose the next portfolio vector. Cover and Gluss [9] considered the restricted case where the set of price relatives is finite and gave an investment scheme with universal properties.

The most closely related previous results are by Cover [8] and Cover and Ordentlich [10]. They prove that certain investment strategies are universal without making any (or almost any) statistical assumptions on the nature of the stock market. Cover [8] proved that the wealth achieved by his universal portfolio algorithm is “almost as large” as the best constant-rebalanced portfolio. His analysis depends on a sensitivity matrix that characterizes the behavior of the market and he assumes that there is an upper bound on the price relatives and that they are bounded away from zero. Cover and Ordentlich [10] introduced the notion of side information and generalized Cover’s universal portfolio algorithm by using the Dirichlet$(1/2, \ldots, 1/2)$ and the Dirichlet$(1, \ldots, 1)$ priors over the set of all possible portfolio vectors.

Cover and Ordentlich’s investment strategies use an averaging method to pick their portfolio vectors. The portfolio vector used on day $t$ is the weighted average over all feasible portfolio vectors (all $N$ dimensional vectors with non-negative components that sum to 1), where the weight of each possible portfolio vector is determined by its per-
formance in the past. That is, 
\[ w^t = \frac{\int w S_{t-1}(w) \, d\mu(w)}{\int S_{t-1}(w) \, d\mu(w)}, \]
where \( d\mu \) is one of the Dirichlet distributions mentioned above. Note that the portfolio vectors are weighted according to their past performance, \( S_{t-1}(w) \), as well as the prior \( \mu(w) \). Discrete approximation [8] or recursive series expansion [10] are used to evaluate the above integrals. In both cases, however, the time and space required for finding the new portfolio vector appears to grow exponentially in the number of stocks. While the bounds achieved by the generalized universal portfolio algorithm of Cover and Ordentlich are stronger than ours, we show that on historical stock data our algorithm performs better while requiring time and space linear in the number of stocks.

3 MULTIPlicative PORTFOLio SELECTION ALGORITHMS

Our framework for updating a portfolio vector is analogous to the framework developed by Kivinen and Warmuth [17] for on-line regression. In this on-line framework the portfolio vector itself encapsulates the necessary information from the previous price relatives. Thus, at the start of day \( t \), the algorithm computes its new portfolio vector \( \hat{w}^{t+1} \) as a function of \( w^t \) and the just observed price relatives \( \hat{x}^t \). In the linear regression setting analyzed by Kivinen and Warmuth, they show that good performance can be achieved by choosing a vector \( \hat{w}^{t+1} \) that is “close” to \( w^t \). We adapt their method and find a new vector \( \hat{w}^{t+1} \) that (approximately) maximizes the following function:

\[ F(w^{t+1}) = \eta \log(w^{t+1} \cdot x^t) - d(w^{t+1}, w^t), \]

where \( \eta > 0 \) is some parameter called the learning rate and \( d \) is a distance measure that serves as a penalty term. This penalty term, \( -d(w^{t+1}, w^t) \), tends to keep \( w^{t+1} \) close to \( w^t \). The purpose of the first term is to maximize the logarithmic wealth if the current price relative \( x^t \) is repeated. The learning rate \( \eta \) controls the relative importance between the two terms. Intuitively, if \( \hat{w}^t \) is far from the best constant-rebalanced portfolio \( \hat{w}^* \) then a small learning rate means that \( \hat{w}^{t+1} \) will move only slowly toward \( \hat{w}^* \). On the other hand, if \( \hat{w}^t \) is already close to \( \hat{w}^* \) then a large learning rate may cause the algorithm to be misled by day-to-day fluctuations.

Different distance functions lead to different update rules. One of the main contributions of this line of work is the use of the relative entropy as a distance function for motivating updates:

\[ D_{\text{RE}}(u|v) \overset{\Delta}{=} \sum_{i=1}^{\text{N}} u_i \log \frac{u_i}{v_i}. \]

Many other on-line algorithms with multiplicative weight updates [18, 3, 17, 12] are also motivated by this distance function and are thus rooted in the minimum relative entropy principle of Kullbach [15, 11].

We also use a second-order Taylor approximation (at \( u = v \)) of the relative entropy called the \( \chi^2 \)-distance, since it leads to updates that are computationally cheaper:

\[ D_{\chi^2}(u|v) \overset{\Delta}{=} \frac{1}{2} \sum_{i=1}^{\text{N}} \left( \frac{u_i - v_i}{v_i} \right)^2. \]

Note that both distance functions are non-negative and zero if and only if \( u = v \).

It is hard to maximize \( F \) since both terms depend nonlinearly on \( w^{t+1} \). Instead, we replace the first term with its first-order Taylor polynomial around \( \hat{w}^{t+1} = w^t \). We also use a Lagrange multiplier to handle the constraint that the components of \( \hat{w}^{t+1} \) must sum to one. This leads us to maximize \( \tilde{F} \) instead of \( F \):

\[ \tilde{F}(\hat{w}^{t+1}, \gamma) = \eta \left( \log(w^t \cdot x^t) + \frac{x^t \cdot (\hat{w}^{t+1} - w^t)}{w^t \cdot x^t} \right) - d(\hat{w}^{t+1}, w^t) + \gamma \left( \sum_{i=1}^{\text{N}} u_i^{t+1} - 1 \right). \]

This is done by setting the \( \text{N} \) partial derivatives to zero (for \( 1 \leq i \leq \text{N} \)):

\[
\frac{\partial \tilde{F}(\hat{w}^{t+1}, \gamma)}{\partial u_i^{t+1}} = \eta \frac{x_i^t}{w^t \cdot x^t} - \eta \frac{\partial d(\hat{w}^{t+1}, w^t)}{\partial u_i^{t+1}} + \gamma = 0. \tag{2}
\]

If the relative entropy is used as the distance function then Equation (2) becomes

\[ \eta \frac{x_i^t}{w^t \cdot x^t} - (\log \frac{u_i^{t+1}}{w_i^t} + 1) + \gamma = 0 \]

or

\[ u_i^{t+1} = \frac{w_i^t \exp \left( \eta \frac{x_i^t}{w^t \cdot x^t} + \gamma - 1 \right)}{\sum_{i=1}^{\text{N}} u_i^t \exp \left( \eta \frac{x_i^t}{w^t \cdot x^t} + \gamma - 1 \right)}. \]

Enforcing the additional constraint \( \sum_{i=1}^{\text{N}} u_i^{t+1} = 1 \) gives a portfolio update which we call the exponentiated gradient (EG(\( \eta \))) update:

\[ u_i^{t+1} = \frac{w_i^t \exp \left( \eta \frac{x_i^t}{w^t \cdot x^t} \right)}{\sum_{i=1}^{\text{N}} u_i^t \exp \left( \eta x_i^t / w^t \cdot x^t \right)}. \tag{3} \]

A similar update for the case of linear regression was first given by Kivinen and Warmuth [17]. If we use the \( \chi^2 \)-distance measure in place of the relative entropy then Equation (2) becomes

\[ \eta \frac{x_i^t}{w^t \cdot x^t} - (\frac{u_i^{t+1}}{w_i^t} - 1) + \gamma = 0 \]

or

\[ u_i^{t+1} = \eta w_i^t \frac{x_i^t}{w^t} + u_i^t (\gamma + 1). \]
Now we sum the latter $N$ equalities and use the constraints that $\sum_{i=1}^{N} w_{i}^{t} = 1$ and $\sum_{i=1}^{N} w_{i}^{t+1} = 1$ plus the fact that $\sum_{i=1}^{N} w_{i}^{t+1} \frac{x_{i}^{t}}{w_{i}} x_{i}^{t} = 1$. This gives $\beta = -\eta$ and we obtain the update

$$w_{i}^{t+1} = w_{i}^{t} \left( \eta \left( \frac{x_{i}^{t}}{w_{i}} x_{i}^{t} - 1 \right) + 1 \right).$$

(4)

We call Equation (4) the $\chi^{2}(\eta)$-update. The $\chi^{2}(\eta)$-update can be viewed as a first order approximation of the EG(\eta)-update and the approximation is accurate when the exponents $\eta \left( \frac{x_{i}^{t}}{w_{i}} x_{i}^{t} - 1 \right)$ are small. The advantage of the $\chi^{2}(\eta)$-update is that it is computationally cheaper as it avoids the exponentiation. However, the EG(\eta)-update is easier to analyze. Our experiments with stock data indicate that these two update rules tend to approximate each other well yielding about the same wealth. In the next section we compare the performance of the EG(\eta)-update and $\chi^{2}(\eta)$-update with other on-line portfolio selection algorithms for different settings. The analysis of the updates is presented later in Section 5.

In addition to the updates, we also need to choose an initial portfolio vector $w_{t}$. When no prior information is given, a reasonable choice would be to start with an equal weight assigned to each of the stocks in the portfolio, that is, $w_{t} = (1/N, \ldots, 1/N)$. When side information is presented, we employ a set of portfolio vectors. We use the EG(\eta) or the $\chi^{2}(\eta)$ updates to change the portfolio vector indexed by the side information. Hence, the problem of portfolio selection with side information simply reduces to a parallel selection of $K$ different portfolios. If the side information is indeed informative, the set of portfolios will achieve larger wealth than a sequence of portfolio vectors resulting from the entire sequence. We demonstrate this in the experimental section that follows.

4 EXPERIMENTS WITH NYSE DATA

We tested our update rules on historical stock market data from the New York Stock Exchange accumulated over a 22-year period. For each experiment we restricted our attention to a subset of the stocks and compared the EG(\eta)-update and $\chi^{2}(\eta)$-update with each selected stock and with the best constant-rebalanced portfolio for the subset. We found the best constant-rebalanced portfolio by applying a batch maximum-likelihood mixture estimation procedure as described in our earlier paper [13]. After determining the best constant-rebalanced portfolio we then computed its performance on the price relative sequence. We also compared the performance of our update rules to that of Cover’s universal portfolio algorithm. We compared the results for all subsets of stocks considered by Cover [8] in his experiments.

Surprisingly, the wealth achieved by the universal portfolio strategy using the Dirichlet(1, \ldots, 1) prior performed better than the Dirichlet(1/2, \ldots, 1/2) prior, despite the better theoretical bounds proved for the Dirichlet(1/2, \ldots, 1/2) prior [10]. Furthermore, the wealth achieved by the EG(\eta)-update and $\chi^{2}(\eta)$-update was larger than the wealth achieved by the universal portfolio algorithm — again, despite the superior worst-case bounds proved for the universal portfolio algorithm. The difference in performance was largest when the portfolio is composed of volatile stocks.

The first example given by Cover is a portfolio based on Iroquois Brands Ltd. and Kin Ark Corp., two NYSE stocks chosen for their volatility. During the 22-year period ending in 1985, Iroquois increased in price by a factor of 8.92, while Kin Ark increased in price by a factor of 4.13. The best constant-rebalanced portfolio achieves a factor of 73.70 and the universal portfolio a wealth of 39.97. Using the EG(\eta)-update with $\eta = 0.05$ yields a factor of 70.85, which is almost as good as the best constant-rebalanced portfolio. The results of the wealth achieved over the 22 years are depicted for this subset of stocks, as well as other subsets, in Figure 1. We got quantitatively similar results for the different portfolios considered by Cover [8]: Commercial Metals and Kin Ark, Commercial Metals and Meicco Corp., and IBM and Coca-Cola. The results are summarized in Table 1. However, when the stocks considered are not volatile and show a lockstep performance, as in the case of IBM and Coca-Cola, the wealth achieved by the universal portfolios and the EG(\eta)-update as well as the best constant-rebalanced portfolio barely outperform the individual stocks.

Following Cover [8], we also tested the case when we can invest in stock when margin loans are allowed. This case can be modeled by adding an additional “margin component” for each stock to the vector of price relatives. We assumed that all margin purchases were made 50% down and with a 50% loan. Thus the margin price relative for a stock $i$ on day $t$ is $2x_{i}^{t} - 1 - c$ where $c$ is the daily interest rate (recall that $x_{i}^{t}$ is the price relative of stock $i$). We tested this case with $c = 0.000233$ which corresponds to an annual interest rate of 6%. The results are given in Table 2. It is clear from the table that the four-investment market containing the same two stocks plus “buying on the margin” results in a greater wealth. The efficiency of our update rules enables us to test our updates on more than two stocks. Moreover, as shown by the analysis, the wealth “lost” by our algorithms compared to the best constant-rebalanced portfolio scales like $O(\sqrt{N})$, whereas for the bounds on Cover’s universal portfolio algorithms the loss in wealth is linear in the number of investment options $N$. Thus our algorithm is more likely to tolerate additional investment options, such as buying on margin.

We found that the wealths achieved by the EG(\eta)-update and the $\chi^{2}(\eta)$-update were comparable. It turns out that the performance is not too sensitive to particular choices of a learning rate $\eta$. Learning rates from 0.01 to 0.15 all achieved great wealth, greater than the wealth achieved by the universal portfolio algorithm and in many cases comparable to the wealth achieved by the constant-rebalanced portfolio. The wealth achieved for different learning rates for the four-investment portfolio discussed.
Figure 1: Comparison of wealths achieved by the best constant-rebalanced portfolio, the EG(\(\eta\))-update, and the universal portfolio algorithm in certain markets. The markets consist of: Iroquois Brands and Kin Ark (top left), Commercial Metals and Kin Ark (top right), Commercial Metals and Meicco Corp. (middle left), IBM and Coca-Cola (middle right), and the three stocks Gulf, HP, and Schlum (bottom left). In all of these cases the wealth achieved by the EG(\(\eta\))-update is close to the wealth of the best rebalanced portfolio and exceeds that achieved by the universal portfolio algorithm. It is interesting to note that after 4000 trading days in the three stock set a single stock (Schlum) achieves larger wealth than the best constant-rebalanced portfolio. However, the stock’s value plummets around day 5000 and both the best constant-rebalanced portfolio and the EG(\(\eta\))-update outperform Shlum over the 22 year period. At the bottom right we plot the fraction of the wealth invested in Iroquois by the strategies over time for the Iroquois/Kin Ark market.
Wealth of the Best Constant-Rebalanced Portfolio. In all cases, the wealth achieved by EG(η)-update is larger than the wealth of the universal portfolio algorithm. Moreover, in several cases the wealth of the EG(η)-update is almost as good as the wealth of the best constant-rebalanced portfolio. We also tested portfolios consisting of more than two stocks and in most portfolios tested, the wealth achieved by the EG(η)-update was almost as good as the wealth of the best constant-rebalanced portfolio.

<table>
<thead>
<tr>
<th>Stocks</th>
<th>Best Stock W/O Loans</th>
<th>Margin Loans</th>
<th>EG(η) (η = 0.05) W/O Loans</th>
<th>EG(η) (η = 0.05) Margin Loans</th>
<th>Universal Portfolio W/O Loans</th>
<th>Universal Portfolio Margin Loans</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iroquois &amp; Kin Ark</td>
<td>8.92</td>
<td>73.70</td>
<td>70.85</td>
<td>0.96</td>
<td>39.97</td>
<td>0.54</td>
</tr>
<tr>
<td>Comm. Metals &amp; Kin Ark</td>
<td>52.02</td>
<td>144.00</td>
<td>117.15</td>
<td>0.81</td>
<td>80.54</td>
<td>0.56</td>
</tr>
<tr>
<td>Comm. Metals &amp; Meicco Corp.</td>
<td>52.02</td>
<td>102.96</td>
<td>97.93</td>
<td>0.95</td>
<td>74.08</td>
<td>0.72</td>
</tr>
<tr>
<td>IBM &amp; Coca-Cola</td>
<td>13.36</td>
<td>15.07</td>
<td>14.90</td>
<td>0.99</td>
<td>14.24</td>
<td>0.94</td>
</tr>
<tr>
<td>Gulf &amp; HP &amp; Morris &amp; Schlum</td>
<td>54.14</td>
<td>69.94</td>
<td>65.64</td>
<td>0.94</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 2: Comparison of the portfolio selection algorithms when margin loans for each stock are available.

<table>
<thead>
<tr>
<th>Stocks</th>
<th>With Side Information</th>
<th>BCRP</th>
<th>EG(η)</th>
<th>Univ.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iroq. &amp; Kin Ark</td>
<td>307.9</td>
<td>99.4</td>
<td>86.6</td>
<td></td>
</tr>
<tr>
<td>Com. &amp; Kin Ark</td>
<td>451.3</td>
<td>257.2</td>
<td>115.7</td>
<td></td>
</tr>
<tr>
<td>Com. &amp; Meicco</td>
<td>436.2</td>
<td>186.1</td>
<td>110.9</td>
<td></td>
</tr>
<tr>
<td>IBM &amp; Coke</td>
<td>118.5</td>
<td>89.9</td>
<td>21.1</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Comparison of the wealth achieved by the EG(η)-update and for various learning rates and the universal portfolio algorithm, for the stocks considered in Table 2.

Above (two stocks plus margin) are given in Table 3.

Finally, we tested the performance of our portfolio update algorithm when side information is presented. There are many possible forms of side information on which these algorithms might be tested. In our experiments, we chose to define the side information value to be the index of the stock with the best growth of wealth on the last 100 trading days — information that would certainly be available to an investor in a real trading situation. Thus, the possible set of values for the side information is 1, ..., K where K = N.

The results are summarized in Table 4. It is evident from the examples given in the table that using the side information (i.e., keeping N portfolio vectors) results in a significant improvement in the wealth achieved, even when using such simple and readily available side information. However, the gap between the best side information dependent constant-rebalanced portfolio and the wealth achieved by the EG(η)-update with side information is now much larger. One of the reasons is that we used the same learning rate regardless of the side information value. Large learning rates cause the update algorithms to quickly approach the best constant-rebalanced portfolio, but make it difficult for the algorithm to reach this portfolio exactly. On the other hand, small learning rates aid convergence to the best constant-rebalanced portfolio, but may cause the algorithm to spend a long time far away from this value. Therefore, when the side information splits the number of trading days unevenly, different learning rates for the different side information values may be required.

## 5 Analysis

In this section, we analyze the logarithmic wealth obtained by the EG(η) portfolio update rule. We state worst-case bounds on the update which imply that the EG(η) update is almost as good as the best constant-rebalanced portfolio when certain assumptions hold on the relative volatility of the stocks in the portfolio. We also present a variant of EG(η) which requires no such assumptions. All proofs...
have been omitted for lack of space.

Although the analysis is presented for a single portfolio vector, it can be generalized to the multiple vectors kept when side information is present by partitioning the trading days based on the side information and treating each partition separately.

Since $x_i^t$ represents price relatives, we have that $x_i^t \geq 0$ for all $i$ and $t$. Furthermore, we assume that $\max_i x_i^t \leq 1$ for all $t$. We can make this assumption without loss of generality since multiplying the price relatives $x^t$ by a constant $c$ simply adds $\log c$ to the logarithmic wealth, leaving the difference between the logarithmic wealth achieved by the EG($\eta$)-update and the best achieved logarithmic wealth $L_{ST}^c$ unchanged. Put another way, the assumed lower bound $r$ on $x_i^t$ used in Theorem 1 (below) can be viewed as a lower bound on the ratio of the worst to best price relatives for trading day $t$.

The following theorem characterizes a general property of the EG($\eta$)-update.

**Theorem 1** Let $u \in \mathbb{R}^N$ be a portfolio vector, and let $x^1, \ldots, x^T$ be a sequence of price relatives with $x_i^t \geq r > 0$ for all $i, t$ and $\max_i x_i^t = 1$ for all $t$. For $\eta > 0$ the logarithmic wealth due to the portfolio vectors produced by the EG($\eta$)-update is bounded from below as follows:

$$
\sum_{t=1}^{T} \log(w^t \cdot x^t) \geq \sum_{t=1}^{T} \log(u \cdot x^t) - \frac{D_{RE}(u\|w^t)}{\eta} - \frac{\eta T}{8r^2}.
$$

Furthermore, if $w^1$ is chosen to be the uniform proportion vector, and we set $\eta = 2r\sqrt{2\log N/T}$ then we have

$$
\sum_{t=1}^{T} \log(w^t \cdot x^t) \geq \sum_{t=1}^{T} \log(u \cdot x^t) - \frac{2T\log N}{2r}.
$$

Since $L_{ST} = \frac{N}{T} \sum_{t=1}^{T} \log (w^t \cdot x^t)$, Theorem 1 immediately gives $L_{ST}^c - L_{ST} \leq \frac{\sqrt{N \log N}}{2rT}$ (under the conditions of Theorem 1). Thus, for an appropriate choice of $\eta$, when the number of days $T$ becomes large, the difference between the logarithmic wealth achieved by EG($\eta$) is guaranteed to converge to the logarithmic wealth of the best constant-rebalanced portfolio. However, Theorem 1 is not strong enough to show that EG($\eta$) is a universal portfolio algorithm. This is because choosing the proper $\eta$ requires knowledge of both the number of trading days and the ratio $r$ in advance. We will deal with both of these difficulties, starting with the dependence of $\eta$ on $r$.

When no lower bound $r$ on $x_i^t$ is known, we can use the following portfolio update algorithm which is parameterized by a real number $\alpha \in [0, 1]$. Let

$$
\tilde{x}^t = (1 - \alpha/N)x^t + (\alpha/N)1
$$

where 1 is the all-1’s vector. As before, we maintain a portfolio vector $w^t$ which is updated using $\tilde{x}^t$ rather than $x^t$: $w_i^{t+1} = \frac{u_i^t \exp(\eta \tilde{x}_i^t/w^t \cdot \tilde{x}^t)}{\sum_i u_i^t \exp(\eta \tilde{x}_i^t/w^t \cdot \tilde{x}^t)}$.

Further, the portfolio vector that we invest with is also slightly modified. Specifically, the algorithm uses the portfolio vector $\tilde{w}^t = (1 - \alpha)w^t + (\alpha/N)1$ and so the logarithmic wealth achieved is $\log(\tilde{w}^t \cdot \tilde{x}^t)$.

We call this modified algorithm $\tilde{G}G(\alpha, \eta)$.

**Theorem 2** Let $u \in \mathbb{R}^N$ be a portfolio vector, and let $x^1, \ldots, x^T$ be a sequence of price relatives with $x_i^t \geq r > 0$ for all $i, t$ and $\max_i x_i^t = 1$ for all $t$. For $\alpha \in (0, 1/2]$ and $\eta > 0$, the logarithmic wealth due to the portfolio vectors produced by the $\tilde{G}G(\alpha, \eta)$-update is bounded from below as follows:

$$
\sum_{t=1}^{T} \log(\tilde{w}^t \cdot x^t) \geq \sum_{t=1}^{T} \log(u \cdot x^t) - \frac{D_{RE}(u\|w^t)}{\eta} - \frac{\eta T}{8(\alpha/N)^2}.
$$

Furthermore, if $w^1$ is chosen to be the uniform proportion vector, $T \geq 2N^2 \log N$, and we set $\alpha = (N^2 \log N/(8T))^{1/4}$ and $\eta = \sqrt{8\alpha^2 \log N/(N^2T)}$ then we have

$$
\sum_{t=1}^{T} \log(\tilde{w}^t \cdot x^t) \geq \sum_{t=1}^{T} \log(u \cdot x^t) - 2(2N^2 \log N)^{1/4} \cdot T^{3/4}.
$$

(5)

Dividing inequality (5) of Theorem 2 by the number of trading days $T$ shows that the logarithmic wealth achieved by the $\tilde{G}G(\alpha, \eta)$-update converges to that of the best constant-rebalanced portfolio (for an appropriate choice of $\eta$ dependent on $T$). However, we still have the issue that the learning rate must be chosen in advance as a function of $T$. The following algorithm and corollary shows how a doubling trick can be used to obtain a universal portfolio algorithm.

The staged $\tilde{G}G(\alpha, \eta)$-update runs in stages which are numbered from 0. The number of days in stage 0 is $2N^2 \log N$, and the number of days in each stage $i > 0$ is $2iN^2 \log N$. Thus if $T > 2N^2 \log N$ is the total number of days, the last stage entered is numbered $\lceil \log((\sqrt{2N^2 \log N})/T) \rceil$. At the start of each stage the portfolio vector is re-initialized to the uniform proportion vector and $\alpha$ and $\eta$ are set as in Theorem 2 using the number of days in the stage as the value for $T$.

**Corollary 3** The staged $\tilde{G}G(\alpha, \eta)$-update is a universal portfolio selection algorithm.

In sum, the difference between the average daily logarithmic increase in wealth of the $\tilde{G}G(\alpha, \eta)$-update and the best constant-rebalanced portfolio drops to zero at the rate $O((N^2 \log N)/T)^{1/4}$ for $T \geq 2N^2 \log N$. When the ratio between the best and worst stock on each day is bounded and relatively small (as can often be expected in practice),
the \( \text{EG}(\eta) \)-update can be used instead giving a convergence rate to zero of \( O(\sqrt{(\log N)/T}) \). In comparison, the bounds proved by Cover and Ordentlich [10] for their algorithm converge to zero at the rate \( O((N \log T)/T) \). In terms of the number of trading days \( T \), their bounds are much superior, especially compared to our bound for \( \text{EG}(\alpha, \eta) \). The only case in which our bounds have an advantage is when the number of stocks \( N \) included in the portfolio is relatively large and the market has bounded relative volatility so that \( \text{EG}(\eta) \) can be used. Despite the comparative inferiority of our theoretical bounds, in our experiments, we found that our algorithm did better, even though the number of trading days \( T \) was large (over 5,000) and the portfolios included only a few stocks.

6 DISCUSSION AND FUTURE RESEARCH

Although the experimental results presented in this paper are encouraging, we have ignored one important aspect of a real market — trading costs. Typically, there are two types of commissions imposed in a real market. In the first case, the investor needs to pay a percentage of the transaction to a broker. In this case, we can still write down a closed form expression for the wealth achieved at each time step while taking the trading costs into account. However, the wealth function we are trying to maximize becomes highly non-linear and it is hard to derive an update rule. The second type of commission is to pay a fixed amount per transaction, that is, per purchase or sale of a stock. Therefore, there might be days for which the wealth will be larger if no trading is performed, especially if the portfolio vector after the new trading day is close to the desired portfolio vector. We can define a semi-constant-rebalanced portfolio which is rebalanced only on a subset of the possible trading days. Now, in addition to the best constant-rebalanced portfolio, we need also to find the best subset of the sequence that results in the maximal wealth. We suspect that finding the best subset is computationally hard. Still, it is not clear whether finding a competitive approximation is hard as well.

This paper and most other work on investment strategies employ a tacit assumption that the market is stationary and seek a strategy that successfully competes against the best single constant-rebalanced portfolio. However, this assumption is far from being realistic. An interesting question is whether the techniques developed for tracking a drifting concept [3, 14] can be applied to the case of on-line portfolio selection in a changing market. Clearly, using a scheme that tracks a drifting portfolio vector might yield a more powerful investment strategy, both theoretically and empirically.

Acknowledgments

Thanks to Tom Cover and Erik Ordentlich for providing us with the stock market data (originally generated by Hal Stern) used in our experiments. We are also grateful to Erik Ordentlich for a careful reading and helpful comments on an earlier draft.

References


