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Introduction. A key input to the 1997 National Ambient Air Quality Standards for particulate matter and ozone concentration was a set of epidemiological studies showing a correlation between daily mortality and short-term concentration of particulate matter. Since 1997 a number of similar studies have been performed for different regions of the country using different modeling schemes and different measures of particulate matter concentration. Unfortunately, as Chock, Winkler and Chen (2000: Journal of the Air and Waste Management Association, 50, 1481–1500) note:

"Depending on how one deals with the choice of weather variables, co-pollutants, smoothing schemes, seasonal considerations, and so forth, it is possible and in fact not surprising that different best-effort models applied to data sets from the same urban areas can reach different or even contradictory conclusions. ... There are at least two reasons for the confusion [arising from this lack of consensus]. First, the sought-after signal is very weak compared to the noise in the data, so that model results become sensitive to the choice of the model. ... Second, there are serious confounding and multicollinearity effects due to the presence of correlations among co-pollutants, for example, and other potentially causal variables that may or may not be included in the models."

Our concern in proposing this research is that future regulatory requirements may be based on a small number of epidemiological studies with a limited number of co-predictors included. Such studies will likely underestimate the uncertainty in their conclusions and therefore overestimate the risk to society. In principle erring on the conservative side generally is viewed as a good idea when it comes to public health, but this oversimplifies the situation. All organizations have to work with a limited set of resources. Engineering effort required to meet very strict emissions requirements that may have little benefit to society will inevitably take valuable resources away from safety and fuel economy improvement efforts that have a much larger societal benefit.

The goal of this study is to establish good methods for estimating the true uncertainty in epidemiological studies of the relationship between ambient air pollutant levels and mortality, which will serve as the basis of better environmental policy.

Methods. Our basic idea is to take advantage of recent advances in computing speed and Bayesian statistical analysis to develop a more comprehensive modeling framework that comes closer to quantifying all relevant sources of uncertainty and propagating the totality of uncertainty through to the best possible decision. As Chock, Winkler and Chen (2000) mentioned in the quote above, when attempting to draw valid causal conclusions from observational data in the presence of multiple confounding, "model results become sensitive to the choice of the model," and different investigators can draw different conclusions from the same data. This is because each set of investigators, using traditional statistical modeling tools such as standard regression and time series methods, fails to properly account for the uncertainty in the model itself: both its structure (e.g., the precise class of time series or regression models employed) and the set of co-predictors and pollutants included. Bayesian model averaging (e.g., Draper 1995: Journal of the Royal Statistical Society, Series B, 57, 45–97) is a relatively recent technique that solves this problem by (1) simultaneously embracing many models for the same data, (2) allowing each model to produce its own predictive distribution, and then (3) creating a composite predictive uncertainty band by taking a weighted average of each
model's predictive distributions, weighted by the plausibility of each model given the data. With \( y^* \) an observable quantity to be predicted, \( y \) the available data, \( \mathcal{M} \) the class of models over which uncertainty is acknowledged, and \( M \) a specific model in \( \mathcal{M} \), the key equation is

\[
p(y^*|y, \mathcal{M}) = \int_{\mathcal{M}} p(y^*|M, y) p(M|y) \, dM.
\]

Here \( p(y^*|M, y) \) is the predictive distribution for \( y^* \) given the data \( y \) and a specific model \( M \), \( p(M|y) \) quantifies the plausibility of \( M \) given the data, and \( p(y^*|y, \mathcal{M}) \) is the composite predictive distribution, which will generate appropriately wider uncertainty bands than those produced by any single model in \( \mathcal{M} \), thus solving the problem of underpropagation of model uncertainty. When this is combined with the basic ingredients of Bayesian decision theory (e.g., Draper 2006: Bayesian Modeling, Inference and Prediction, Springer-Verlag, forthcoming)—specifying a utility function that quantifies the real-world consequences of correct and incorrect decisions in the context of the air pollution-mortality link under study here, and maximizing expected utility to arrive at the best decision—the result will be a more realistic framework for air pollution regulation than that so far developed (based only on a small set of epidemiological studies analyzed with traditional statistical methods that do not incorporate model uncertainty).

In collaboration with members of the environmental science community at Ford, we will demonstrate the increased effectiveness of our approach with simulation studies in which the true causal relationship \( M^* \) is known by the simulation environment but not by the Bayesian model averaging and traditional methods we will compare. Figure 1 illustrates the gains to be expected with our Bayesian approach. The traditional methods search along the curve \( M_T \) in model space to find the best-fitting model \( M_t \) given the data. By encompassing a wide variety of possible models simultaneously (incorporating different model structures and sets of co-predictors and pollutants), Bayesian model averaging searches for the best-fitting model \( M_b \) in a much richer model class \( M_B \) (which includes \( M_T \) as a special case). For greatest realism (given that the world is typically more complicated than we can anticipate), our simulations will assume that the true model \( M^* \) is neither in \( M_T \) nor in \( M_B \). What will tend to happen in this situation is conveyed in Figure 1: \( M_b \) will typically be a random fluctuation away from \( M_B \), the closest model in \( M_B \) to \( M^* \), and similarly \( M_t \) will typically be a random deviation away from \( M_T \), the closest model in \( M_T \) to \( M^* \), but because \( M_B \) is a much larger subset of model space that includes \( M_T \), \( M_b \) will be (substantially) closer to \( M^* \) than \( M_t \), leading to more accurate predictions and more realistic uncertainty bands. By thus quantifying the cost to society associated with policy decisions made when the uncertainty in the analysis has been underestimated, our work will offer an approach to better-informed environmental regulation.

![Figure 1: Traditional (\( M_T \)) and Bayesian model averaging (\( M_B \)) regions of model space.](image)
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