**ABSTRACT**

Various copy-on-write implementations for a computing environment are presented. One copy-on-write implementation includes employing a read mapping table to perform a first virtual block to physical block mapping for use in reading a block of data of a file to be copy-on-written from physical storage for modification; and employing a different, write mapping table to perform a second virtual block to physical block mapping for use in writing a modified block of the file data to physical storage, wherein copy-on-write of the block of data is achieved using a single write operation. In another implementation, a distributed copy-on-write of a file for a client server environment is presented. This distributed copy-on-write includes performing, by a first client, copy-on-write of at least one block of data of the file to be copy-on-written, and performing, by a second client, copy-on-write of at least one other block of data of the file, wherein multiple clients perform the copy-on-write of the file.
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### Diagram

#### Read Mapping Table

<table>
<thead>
<tr>
<th>Virtual Block #</th>
<th>Physical Block #</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
</tr>
<tr>
<td>2</td>
<td>D</td>
</tr>
<tr>
<td>3</td>
<td>G</td>
</tr>
<tr>
<td>4</td>
<td>L</td>
</tr>
</tbody>
</table>

#### Write Mapping Table

<table>
<thead>
<tr>
<th>Virtual Block #</th>
<th>Physical Block #</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>W</td>
</tr>
<tr>
<td>2</td>
<td>X</td>
</tr>
<tr>
<td>3</td>
<td>Y</td>
</tr>
<tr>
<td>4</td>
<td>Z</td>
</tr>
</tbody>
</table>
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### File Representation

<table>
<thead>
<tr>
<th>RANGE/OFFSET</th>
<th>VIRTUAL/RELATIVE BLOCK #</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–4K</td>
<td>1</td>
</tr>
<tr>
<td>4–8K</td>
<td>2</td>
</tr>
<tr>
<td>8–12K</td>
<td>3</td>
</tr>
<tr>
<td>12–16K</td>
<td>4</td>
</tr>
</tbody>
</table>

### Filesystem Mapping Table

<table>
<thead>
<tr>
<th>VIRTUAL/RELATIVE BLOCK #</th>
<th>PHYSICAL BLOCK ADDRESS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
</tr>
<tr>
<td>2</td>
<td>D</td>
</tr>
<tr>
<td>3</td>
<td>G</td>
</tr>
<tr>
<td>4</td>
<td>L</td>
</tr>
</tbody>
</table>
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<table>
<thead>
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<table>
<thead>
<tr>
<th>VIRTUAL BLOCK #</th>
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<tbody>
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<table>
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METHOD, SYSTEM AND COMPUTER PROGRAM PRODUCT FOR IMPLEMENTING COPY-ON-WRITE OF A FILE

TECHNICAL FIELD

The present invention relates generally to filesystem data management within a computing environment, and more particularly, to techniques for implementing a copy-on-write of a filesystem data file within various computing environments.

BACKGROUND ART

Many types of computing environments, including general purpose computers and data processing systems, employ storage organized using a "virtual memory" scheme. A general virtual memory allows applications and/or processes that are executing in a computing environment to behave as if they have an unlimited amount of memory at their disposal. In actuality, the amount of storage available to a particular application or process is limited by the amount of storage in the computing environment and further limited by the number of concurrently executing programs sharing that storage. In addition, a virtual memory scheme hides the actual physical address of memory from the application programs. Application programs access their memory space using a logical address, which is then converted to a physical address by the computing environment.

A virtual memory system organizes storage in units called "blocks" (or "pages"). These blocks are moved between a fast, primary memory and one or more larger and usually slower secondary, tertiary, etc. storage units. The movement of blocks (often called swapping) is transparent to the application processes that are executing in the computing environment, enabling the applications or processes to behave as if they each have an unlimited amount of storage.

Certain conventional systems occasionally need to copy portions of memory. This copying can either be user-initiated or initiated by an operating system. Conventional systems often use a "lazy" copy method for a "flash copy" in which the storage to be copied is assigned a status of read-only, but the actual copy is deferred until later. If an attempt is made to write into either the original or the copy, then the memory is copied at that time and both the original and the copy are given an input/output (I/O) status of read-write. In this way, it appears that a copy was made immediately, but the actual copying is deferred until the last possible time. If no write is performed, no copying occurs. For this reason, this method is called "copy-on-write" or "virtual copy."

Generally, a copy-on-write operation is computationally expensive because a single write results in two write operations. That is, an existing data block needs to be copied from an old physical block to a new physical block, and then the actual update/write operation is performed on the new physical block. In view of this computational overhead, there is a need in the art for a novel copy-on-write implementation which, in part, eliminates the dual write requirement.

DISCLOSURE OF INVENTION

The shortcomings of the prior art are overcome and additional advantages are provided, in one aspect, through a method of implementing a copy-on-write in a computing environment. This method includes employing a first mapping table to perform a first virtual block to physical block mapping for use in reading a block of data of a file from physical storage for modification; and employing a second mapping table to perform a second virtual block to physical block mapping for use in writing a modified block of the data of the file to physical storage, wherein copy-on-write of the block of data is achieved using a single write operation.

In another aspect, a method of facilitating a copy-on-write in a client server computing environment is provided. This method includes maintaining at a filesystem server of the client server computing environment a read mapping table and a write mapping table for a file, wherein the read mapping table is usable to perform a first virtual block to physical block mapping for use in reading a block of data of the file from a physical storage for modification, and the write mapping table is usable to perform a second virtual block to physical block mapping for use in writing a modified block of the data of the file to physical storage, wherein using the read mapping table and the write mapping table, copy-on-write of a block of data is achievable using a single write operation.

In still another aspect, a method of implementing a copy-on-write of a file within a client server environment having a plurality of clients is provided. This method includes performing a copy-on-write of a file using multiple clients of the client server environment. The performing includes performing, by a first client of the multiple clients, copy-on-write of at least one block of data of the file to be copy-on-written; and performing, by a second client of the multiple clients, copy-on-write of at least one other block of data of the file to be copy-on-written. In enhanced aspects, the performing includes performing, by the first client, copy-on-write of the at least one block of data of the file employing a single write operation, and performing, by the second client, copy-on-write of the at least one other block of data also employing a single write operation.

In a further aspect, a method of facilitating a copy-on-write of a file within a client server environment is presented. This method includes controlling, from a filesystem server, implementation of a copy-on-write for a file stored in a shared storage unit of the client server environment, the controlling includes allowing a first client of the client server environment to copy-on-write a portion of data of the file and allowing a second client of the client server environment to copy-on-write a different portion of the data in the file, wherein the filesystem server controls and facilitates performance of a distributed copy-on-write for the file.

Various additional features and enhancements to the above-summarized methods are also described and claimed herein, as are systems and computer program products corresponding to the above-summarized methods.

Further, additional features and advantages are realized through the techniques of the present invention. Other embodiments and aspects of the invention are described in detail herein and are considered a part of the claimed invention.

BRIEF DESCRIPTION OF DRAWINGS

The subject matter which is regarded as the invention is particularly pointed out and distinctly claimed in the claims at the conclusion of the specification. The foregoing and other objects, features, and advantages of the invention are apparent from the following detailed description taken in conjunction with the accompanying drawings in which:
FIG. 1 depicts one embodiment of a computing environment to incorporate and use one or more aspects of the present invention;

FIG. 2 depicts one example of a file representation (200) to an application or process wherein ranges or offsets are translated to virtual/relative block numbers;

FIG. 3 is a representation of a filesystem mapping table (300) wherein the virtual/relative block numbers of FIG. 2 are mapped to physical block addresses in one or more storage units of the filesystem;

FIG. 4 is a representation of a disposition of the physical block addresses of FIG. 3 within a storage unit of the filesystem;

FIG. 5 depicts one example of a read of four bytes of data starting at offset 5000, and falling within physical block D of a storage unit of the filesystem;

FIG. 6 is a flowchart of one embodiment of a write operation and a copy-on-write operation, in accordance with an aspect of the present invention;

FIG. 7 is a flowchart of one example of a read process for reading a block of data from a storage unit into a local buffer or cache for use in a write operation pursuant to the logic of FIG. 6;

FIG. 8 is a flowchart of one example of a write process for writing a modified block of data to a storage unit for use in a write operation pursuant to the logic of FIG. 6;

FIG. 9 depicts one example of a read mapping table (900) and a write mapping table (910) for use in copy-on-writing a file, in accordance with an aspect of the present invention;

FIG. 10 is a flowchart of one embodiment of a block of data read process for use in a copy-on-write operation pursuant to the logic of FIG. 6, in accordance with an aspect of the present invention;

FIG. 11 is a flowchart of one embodiment of a block of modified data write process for a copy-on-write operation pursuant to the logic of FIG. 6, in accordance with an aspect of the present invention;

FIG. 12 is a further example of a read mapping table (1200) and a write mapping table (1210) for use in copy-on-writing a file, in accordance with an aspect of the present invention;

FIG. 13 depicts another embodiment of a computing environment to incorporate and use one or more aspects of the present invention;

FIG. 14 is a flowchart of one embodiment of a client-1, for example, of the client server environment of FIG. 13, performing copy-on-write of at least one block of data of a file, in accordance with an aspect of the present invention;

FIG. 15 is a flowchart of one embodiment of a client-2, for example, of the client server environment of FIG. 13, performing copy-on-write of at least one other block of data of the file, in accordance with an aspect of the present invention;

FIG. 16 depicts another example of a read mapping table (1600) and write mapping table (1610) for a file employed during a copy-on-write, in accordance with an aspect of the present invention; and

FIG. 17 is a flowchart of one example of a data preserve application employing copy-on-write in accordance with an aspect of the present invention.

BEST MODE FOR CARRYING OUT THE INVENTION

Overview

Presented herein, in one aspect, is a technique for implementing copy-on-write in a computing environment. This technique includes employing different translations, i.e., a read mapping table and a write mapping table, to achieve copy-on-write of a unit of data in a file using a single write operation. As one example, copy-on-write is achieved by reading from physical storage a block of data of a file for modification using a first virtual block to physical block mapping, and then writing a modified block of that data to the physical storage using a second virtual block to physical block mapping, wherein the first virtual block to physical block mapping and the second virtual block to physical block mapping comprise different mappings.

In another aspect, presented herein is a technique for implementing a distributed copy-on-write of a file across multiple clients of a client server environment. Within such an environment, a first client of the multiple clients performs copy-on-write of at least one block of data of the file, and a second client of the multiple clients performs copy-on-write of at least one other block of data of the file. In one implementation, the clients can comprise heterogeneous operating systems, with each copy-on-write of a block of data within the file being copy-on-written being performed using a single write operation. Also, the copy-on-write can be achieved employing a first mapping translation (e.g., using a read mapping table) and a second mapping translation (e.g., using a write mapping table) as summarized above. These and other aspects of the present invention are described below and recited in the claims appended hereafter.

DETAILED DESCRIPTION

One example of a computing environment, generally denoted 100, incorporating and using copy-on-write in accordance with an aspect of the present invention is depicted in FIG. 1. As shown, computing environment 100 includes, for instance, at least one central processing unit 102, a memory 104 and one or more storage devices 106.

As is known, central processing unit 102 is the controlling center of a computing unit and provides the sequencing and processing functions for instruction execution, interrupt action, timing functions, initial program loading and other machine related functions. The central processing unit executes at least one operating system, which as known, is used to control the operation of the computing unit by controlling the execution of other programs, controlling communication with peripheral devices and controlling use of the computer resources.

Central processing unit (CPU) 102 is coupled to memory 104, which is directly addressable and provides for high speed processing of data by the central processing unit. Memory 104 includes a buffer or cache region 103 which is employed by CPU 102 as described further herein. In another embodiment, buffer 103 could reside within CPU 102. Storage unit 106 is one example of an input/output device. As used herein, storage unit 106 could be external to a computing unit or within a computing unit of computing environment 100, and can include, for example, main memory, magnetic storage media (e.g., tape, disk) and direct access storage devices, etc. Data can be transferred from and to CPU 102, memory 104 and storage unit 106 as shown.
In one example, computing environment 100 is a single system environment, which includes an RS/6000 computer system running in AIX operation system (RS/6000 and AIX are offered by International Business Machines Corporation). The invention is not limited to such an environment, however. The capabilities of the present invention can be incorporated and used within many types of computer environments and many types of computer systems. For instance, computer environment 100 could comprise a distributed computing environment, and could include a UNIX workstation running a UNIX based operating system. Other variations are also possible and are considered a part of the claimed invention.

As is known, a file is a named object in a filesystem of a computing environment which can be used to store user/application data. This data can then be accessed by specifying a file name, an offset, and a length. To the user applications or processes, data on the file appears to be continuous, but within a storage unit (such as a disk), the data representation can be different. Each filesystem maintains a mapping table which provides a mapping or translation between a virtual (relative) offset block number to a physical block number, wherein a block can be a page or other unit of data within the file, with the size of the unit being specified by the filesystem.

In the example of FIG. 1, the filesystem is assumed to comprise the storage unit, which again may be external or internal to a particular computing unit of the computing environment. FIG. 2 depicts one example of a file representation 200 which correlates application or process data ranges and offsets with virtual/relative block numbers for a given file. Note that each file has its own set of virtual/relative block numbers. In this example, file data from 0 to 4K bytes is mapped to virtual/relative block number 1, data from 4 to 8K bytes is mapped to block number 2, data from 8 to 12K bytes is mapped to block number 3, and data from 12 to 16 K bytes is mapped to block number 4. Again, these numbers are provided for example only.

FIG. 3 depicts one example of a filesystem mapping table 300 for a particular file. Table 300 is employed in translating the file's virtual/relative block numbers into actual physical block addresses of the storage unit. For example, virtual/relative block numbers 1, 2, 3 & 4 are shown mapped to physical block address A, D, G & L of a storage unit 400 (see FIG. 4).

By way of example, if an application or process wishes to read 4 bytes of data from a particular file starting at offset 5000, then using the file representation 200 and filesystem mapping table 300 of FIGS. 2 & 3, the actual data read is found to occur from physical block D as shown in FIG. 5. This is because the 4 bytes of data starting at offset 5000 fall within virtual/relative block number 2, which as noted in FIG. 3, translates into physical block address D of the storage unit.

As noted initially, a flash copy operation enables space efficient copies of storage to be made quickly. Since the operation needs to be fast, no physical copy is initially made as part of the operation. Later, any attempt to modify the applicable file data results in a copy-on-write operation. In a client server environment, a medadata copy-on-write is typically carried out by the filesystem server, while the file data copy-on-write is carried out by a client. Pageln and PageOut threads can be used to bring a block of data into a cache at the client, update the data and then write the data back to the storage unit. If different translations for the Pageln and PageOut are employed as described herein, then the client can read potential copy-on-write data into its buffer, apply any updates to the data in the buffer, and write the modified data to a new location in the storage unit through the PageOut thread. By having two mapping tables or translations, a copy-on-write technique is thus provided which, in one embodiment, takes advantage of existing Pageln and PageOut concepts.

FIG. 6 is a flowchart embodiment of one embodiment of a write operation, as well as a copy-on-write operation in accordance with an aspect of the present invention. A write operation 600 begins by determining whether a full block (or full page) of data of a file is to be written 610. If a partial block write of data, then the applicable block of data in the file is read from the storage unit into a local buffer 620 (Pageln). This is followed by an update of the block of data in the buffer 630, and then a writing of the modified block of data of the file to the storage unit 640. If a full block of data of a file is to be written, then the logic simply proceeds to write the full block of data to the storage unit, denoted 650 in FIG. 6. As is known, logic of FIG. 6 can be implemented within an operating system kernel. FIGS. 7 & 8 depict examples of further processes implementing a write operation using the logic of FIG. 6.

FIG. 7 depicts one embodiment of processing for reading a block of data of a file from a storage unit into a buffer. The application input is again an offset and length of file data to be read 700, which is used to compute a virtual block number 710 (for example, using a file representation such as depicted in FIG. 2). Processing then performs a subroutine call File-Get to map the virtual block number to a physical block address for the file data within the storage unit 720. Using the physical block address, the block of data is read from the storage unit into the local buffer 730.

FIG. 8 depicts one example of processing for writing a block of data of a file to a storage unit. As shown, the virtual block number 800 is used in a File Get mapping process to obtain the virtual to physical mapping 810, for example, using a filesystem mapping table such as depicted in FIG. 3. The physical block address is then used when writing the modified data block from the buffer into the storage unit 820. In one embodiment, the block read processing of FIG. 7 could comprise a Pageln thread process, while the data block write process of FIG. 8 could comprise a PageOut thread process.

Advantageously, disclosed herein is a technique for achieving a copy-on-write without any change in the high level write log of FIG. 6. This technique employs two sets of translations or mapping tables, referred to as a read mapping table and a write mapping table for a particular file of data, for which a copy-on-write is to be performed. In one embodiment, these two mapping tables are maintained by the filesystem and accessed by a client application whenever a copy-on-write is to be performed. For example, these two mapping tables are presented simultaneously to the filesystem driver at the physical address translation boundary.

By way of example, FIG. 9 depicts a read mapping table 900 and a write mapping table 910. Read mapping table 900 maps virtual block numbers 1, 2, 3 & 4 to physical block numbers A, D, G & L, respectively, while write mapping table 910 maps virtual block numbers 1, 2, 3 & 4 to physical block numbers W, X, Y & Z, respectively. The read mapping table provides a first virtual to physical translation that is employed for a read operation, while the write mapping table provides a second virtual to physical translation which is employed for a write operation. More particularly, as one example, a copy-on-write can be implemented using the read table translations for Pageln and write table translations for PageOut.
FIG. 10 depicts one embodiment of a data block read process for use in a copy-on-write operation pursuant to the logic of FIG. 6. As shown, an application specifies a data offset and length within the file 1000, from which a virtual block number is computed 1010 (see FIG. 2). Processing then uses a read mapping table for the file (e.g., table 900 of FIG. 9) to obtain a virtual to physical read mapping 1020. This physical read mapping is then used to read at least one data block of the file from the storage unit into the local buffer 1030.

FIG. 11 depicts an example of a data block write process for use in a copy-on-write operation pursuant to the logic of FIG. 6. The virtual block number 1100 is used to obtain a virtual to physical “write” mapping 1110 using the write mapping table (e.g., table 910 of FIG. 9) for the file. Using the physical write mapping, the modified data block is written from the local buffer into the corresponding storage unit physical block 1120. As noted above, if a copy-on-write of a full block of data is to be performed, then the modified data block is simply written directly to storage using the physical “write” mapping of FIG. 11. In such a case, only the write mapping table for the file is employed.

Those skilled in the art will note that a regular write operation can still be performed using the logic of FIGS. 6, 10 & 11 by making the read mapping table and write mapping table identical so that the read, update and write occur at the same physical block address within the storage unit. Advantageously, however, this logic is also the same for a copy-on-write. When a copy-on-write is requested for a file, the filesystem allocates, for example, new physical address blocks and updates the corresponding write mapping table for the file. By doing so, the write operation occurs at a different physical block address then the read operation, meaning that the original data remains untouched in the storage unit. After the write operation, the read mapping table for the file can be updated depending upon the particular copy-on-write application.

Referencing the mapping tables of FIG. 9, and using the example of FIG. 5, if a copy-on-write change is to be made to the 4 bytes of data of a file at offset 5000, (for example, changing data content “first second” to “second first”), then the updated block of data is written to physical block number X in the storage unit (which using the write mapping table 910 (FIG. 9) corresponds to virtual block number 2). After the copy-on-write operation, the corresponding read mapping table (900 of FIG. 9) can be updated such that virtual block number 2 translates into physical block number X within the storage unit, which is shown in the updated read mapping table 1200 of FIG. 12. The write mapping table 1210 of FIG. 12 is identical to the write mapping table 910 of FIG. 9. However, after the copy-on-write, whether and how the physical block number in the read mapping table is updated depends upon the application using the copy-on-write. For example, for a “data preserve” type of application, the physical block numbers in the read mapping table could be maintained to preserve the initial file references. For a “data movement” type of application, wherein file data is to be physically moved from one portion of a storage unit to another portion, the original physical block number could be freed upon updating the read mapping table with the new physical block address number from the write mapping table.

FIG. 13 presents another embodiment of a computing environment, generally denoted 1300, which can incorporate and use one or more aspects of the present invention. Environment 1300 includes a plurality of clients, including client 1 1320 and client 2 1320, which are connected in this example by an Internet Protocol network for client/server communications to a fileserver system 1330. Server 1330 connects to a Storage Area Network 1340, which has multiple storage pools 1350 available for storage of file data. Client 1 1310 and client 2 1320 also directly connect to Storage Area Network 1340.

As one example, computing environment 1300 is assumed to have certain features, including: the maintenance of mapping files such as described herein (e.g., read mapping table and write mapping table for a file) at one location (e.g., the fileserver server); the client applications have direct access to the storage unit (i.e., multiple storage pools) through the Storage Area Network (SAN); and the client applications have access to read/write any object of a file in the multiple storage pools. Such a SAN environment is discussed in detail in various publications, including a thesis by Randal Chilton Burns entitled “Data Management In A Distributed File System For Storage Area Networks”, University of California, Santa Cruz, (March 2000).

In another aspect of the present invention, a distributed copy-on-write function is presented wherein different client applications update different portions of a file. For example, client 1 performs copy-on-write of virtual block 2 of a file, while client 2 performs copy-on-write of virtual block 4 of the file. FIGS. 14 & 15 depict this example in greater detail.

FIG. 14 depicts one example of client 1 performing copy-on-write of virtual block 2. Client 1 initially obtains the mapping tables for a file, labeled “my file”, from the filesystem server 1400. While updating, for example, offset 5000, copy-on-write is performed on virtual block 2 1410. Client 1 informs the filesystem server that it performed a copy-on-write of virtual block 2 1420, and the filesystem server updates its mapping tables accordingly 1430. In one example, the copy-on-write can be performed as described above in connection with FIGS. 6 & 9-12.

Client 1 performs the copy-on-write update of virtual block 2 of the file data using a lock mechanism. The locking mechanism comprises a lock per filesystem object, which a client needs to acquire from the filesystem server in order to perform an operation on a given file. Therefore, in one embodiment, when client 1 receives this lock, it also receives the mapping tables for the file, and when client 1 loses the lock, all mapping tables at client 1 for the file become invalid. Hence, the next time client 1 obtains the lock, client 1 cannot use any existing mapping tables, but instead obtains the current mapping tables from the filesystem server.

By way of further explanation, the computing environment of FIG. 13 could employ a distributed locking mechanism to control access to the filesystem objects from the different clients. There are two types of distributed locks, namely, a session lock and a data lock. These locks are per filesystem objects. A session lock is equivalent to an open “file descriptor”. When this lock is acquired by a client, it tells the server that this client is interested in using this file. The client can acquire a session lock in different modes, for example, a read mode, write mode, exclusive mode, etc. For example, when client A is holding session lock in exclusive mode, and another client, say client B wishes to open the same file, it sends a request to the server for a session lock, the server rejects that lock request because client A has an exclusive mode, hence client B cannot operate on the file. The second type of distributed lock is a data lock. A data lock is used for doing physical read/writes. A client should have a data lock in read/write mode to do a read/write on the file. By way of further explanation, a session lock can be held by two clients in write mode at the same time. This
means that both clients have permission to write to a particular file, but those clients cannot write until they obtain a data lock in a write mode. But at a given point in time, only one client can get the data lock in the "write mode" so that only one client can perform the real I/O. If both clients are actively working on a file, they will be holding write mode session locks while data lock will be shutting between both clients for completing their writes.

At some point in time, client 2 requests a lock in order to perform a copy-on-write of another portion of the file "my file". As shown in FIG. 15, client 2 obtains the mapping tables from the file system server for the file "my file" 1500. While updating the file contents, a process called virtual block number 4, client 2 performs a copy-on-write on virtual block number 4 of the file 1510. Client 2 thereafter informs the file system server about this copy-on-write update and the server updates the read mapping tables for "my file" accordingly 1530. FIG. 16 shows an updated read mapping table 1600 and the write mapping table 1610 resulting from the copy-on-write updates of FIGS. 14 & 15 for "my file" (having starting from the mapping tables of FIG. 9). As shown, the read mapping table now has virtual block number 2 mapped to physical block number X, and virtual block number 4 mapped to physical block number Z.

To summarize, implementation of copy-on-write within an environment such as depicted in FIG. 13 could be distributed across multiple client applications. Thus, a plurality of client applications can be involved in performing a copy-on-write of a file in the distributed filesystem. A distributed lock mechanism such as described above can be used, which would be owned by only one client application at a time. For example, when client 1 has the distributed lock, then client 1 will have the valid read mapping table and write mapping table for the copy-on-write operation. If client 2 wishes to do a copy-on-write of another portion of the same file, then the file system server takes the distributed lock from client 1 and gives it to client 2. In an alternative example, the distributed lock could be divided by file ranges, so that both client 1 and client 2 could simultaneously perform copy-on-write on different portions of the file.

FIG. 17 depicts one example of a "data preserve" application for a copy-on-write in a distributed server environment. Initially, an administrator decides to take a point-in-time image of the file "my file" 1700. An administration command is executed to preserve "my file" 1710, which is followed by the file system server taking control of the file "my file" from the client application(s) 1720. For example, the file system server takes away any distributed locks for the file from the client applications. (This step would not be applicable in a non-distributed, non-client/server environment.) Next, the file system server updates the write mapping table to facilitate the copy-on-write 1730, and the server returns control back to the respective client application(s) 1740. From this point forward, any update on "my file" by a client application automatically results in the copy-on-write being performed for that particular portion of the file, while still preserving the old data path (i.e., the physical block numbers in the read mapping table could be maintained to preserve the initial file references).

Specific Examples

One detailed implementation of various aspects of the present invention is next presented. In this detailed explanation, there are two types of input/output (I/O) operations possible, i.e., buffer I/O and direct I/O.

Buffered I/O

Buffered I/O means I/O performed through a buffer cache. In this case, reads/writes first go to the cache, and later this cached data is hardened to a storage unit (e.g., disk).

Update on an existing file is done by reading data into the cache. Applying all changes into the cached/buffered pages, and then writing the data back to disk. Taking this fact into consideration, copy-on-write as disclosed herein is achieved without any added cost. By way of example, a client that is to access a distributed filesystem may comprise at least two components; i.e., (i) an Installable File System (IFS), which is operating system specific, and handles requests from applications, and communicates with the buffer memory system and storage devices such as disks, and (ii) the Client State Manager (CSM), which is common to all operating systems, and handles lock management and communication with the server. From a flash copy perspective, an IFS contacts a CSM for the following operations.

Read—uses CSM API, csmTranslateBlocks( ) to get virtual to physical translations.

Write—happens in two steps:

1. IFS needs to make sure that it has backing blocks before accepting any writes into the page cache. So it calls CSM through its API, csmAttachBlocks( ).
2. Upon success of csmAttachBlocks, IFS allows the write to go through.

DirectIO: In this case, the write directly goes to disk. BufferedIO: Here IFS need to get the page into cache, modify it and then write to disk

Truncate—uses CSM API, csmDetachBlocks( ) to shrink the file.

IFS employs the following three interfaces to do file block related manipulations.

1. csmAttachBlocks( ): When IFS's intent is to write( ), this interface will be used. If CSM can't satisfy this request through its cache, it sends transaction of type stpMsgType_BlkDiskAllocate to server.
2. csmTranslateBlocks( ): This interface can be used either for read( ) or write( ). IFS can use this interface, during read and while hardening the cache (part of write operation). If CSM can't satisfy this request through its cache, it sends transaction of type stpMsg-Type_BlkDiskGetSegment to server.
3. csmDetachBlocks( ): This is used for truncate( ). In accordance with an aspect of the present invention, two types of virtual to physical mappings are maintained in CSM.

1. Read translations: This tells what is the virtual to physical mapping for a read.
2. Write translations: This tells what is the virtual to physical mapping for a write.

In one embodiment, a segment may have read and write translation lists in the following three states.

Valid Read translations but Invalid Write translations.
Valid Write translations but Invalid Read translations.
Both read and write translations are valid.

Read

For a read system call, IFS calls csmTranslateBlocks( ) with read flag set to indicate that it needs read translations.

For "Read" translations, CSM looks at write translations first. If it exists and is in use, it returns write block translations.

If not, then CSM looks at read translations. If they are available and are in use, then they will be returned.

If not, CSM returns zero's indicating that these blocks need to be zero filled.
Write
For a write system call IFS calls csmAttachBlocks(). On success, it guarantees that the backing blocks are allocated.
If it is an update, IFS needs to bring the block into the cache. So the Pageln thread calls csmTranslateBlocks() with read flag. From the above 'read' logic, IFS gets block translations. (For writes into new blocks, this step will be skipped).
Now IFS updates the in-cache page and once it is ready to flush that page to disk, it again calls csmTranslateBlocks() with write flag. Now CSM needs to give just write translations.
IFS uses the translations given in previous step and flushes the cache (writes to disk).

Truncate
IFS calls csmDetachBlocks() for file shrink.

CSM needs to mark both the read and the write translations of the corresponding virtual block(s) to invalid state.
The above operations will be done at CSM’s cache. At regular intervals, or on specific conditions, CSM can update the server with modifications through blkdisk update. Also, the above discussion mostly assumes that the write is a “cached buffered IO”. Things change somewhat for “direct/O” writes.

Direct I/O
Since the Direct I/Os do not always happen on block boundaries, we may need to mimic cache I/O for un-aligned portions of the write()
In response to either stpMsgType_BlkDiskAllocate or stpMsgType_BlkDiskGetSegment, CSM gets a list of extents for each segment requested. These segment translations are unmarshalled and stored in CSM’s cache.
The server may not send the read translations if they are exactly same as the write translations. This could be an optimization.

Each segment is represented by the data structure named mBlkDiskSegment.
Elements of this in-cache segment structure might include:

<table>
<thead>
<tr>
<th>Member</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>s_objP</td>
<td>Pointer to the file object to which this segment belongs.</td>
</tr>
<tr>
<td>s_segNo</td>
<td>Segment number within the file.</td>
</tr>
<tr>
<td>s_readExtentCount</td>
<td>Current number of read extents in this segment.</td>
</tr>
<tr>
<td>s_readExtentList</td>
<td>List of contiguous block segments that represent “read” translations of this segment.</td>
</tr>
<tr>
<td>s_inlineReadExtent</td>
<td>In-line representation of above list.</td>
</tr>
<tr>
<td>s_readBlockUsedState</td>
<td>This is a bit map. One bit for each block in the segment. It indicates if the block is in used/un-used state.</td>
</tr>
<tr>
<td>s_writeExtentCount</td>
<td>Current number of write extents in this segment.</td>
</tr>
<tr>
<td>s_writeExtentList</td>
<td>List of contiguous block segments that represent “write” translations of this segment.</td>
</tr>
<tr>
<td>s_writeBlockUsedState</td>
<td>This is a bit map. One bit for each block in the segment. It indicates if the block is in used/un-used state.</td>
</tr>
<tr>
<td>s_isDirty</td>
<td>True if the live block state bit vector contains updates that must be synchronized with the server.</td>
</tr>
<tr>
<td>s_extentListValid</td>
<td>True if extent list is valid and is in cache;</td>
</tr>
</tbody>
</table>

A client changes only s_readBlockUsedState and s_writeBlockUsedState under exclusive data lock. The remaining parts of segment translations stay unchanged at the client. So, while sending an update, the client sends only these two bit maps to the server.

Read operation does not change any bit map, i.e., it uses either s_readBlockUsedState or s_writeBlockUsedState to provide read translations, but it doesn’t change it.
The write operation operates only on s_writeBlockUsedState, and does not use s_readBlockUsedState. Unlike the read operation, it may change (only sets) the bitmap of s_writeBlockUsedState to indicate a successful write operation.

A truncate operation may change both bit maps.
So in short, a read operation changes nothing, a write operation may set a few bits in s_writeBlockUsedState bitmap vector, and a truncate operation may unset bits in both bitmap vectors.

To summarize, in the case of cached I/O, a copy-on-write (COW) can be achieved at almost no cost. This is because there are typically two different threads/operations involved in completing a write operation, namely:
1. A Pageln thread/operation which brings the target data to be updated/changed into the cache; and
2. A PageOut thread/operation which flushes back the updated page to the disk.

Given this, a COW can be performed by using read translations for Pageln and write translations for PageOut.
Consider as an example:
When new file creation, CSM gets
Write block extent(s)
NULL read block extent(s)
Since this is new file, there is nothing to page in, so write data goes into the blank pages of cache.
As the write proceeds, IFS sets (through CSM interface) the corresponding bits in s_writeBlockUsedState bit vector, indicating that they are in-use.
As explained above, now future reads and writes in this block range get translations from write extents.
Assume that an administrator takes a flash copy:
As a part of the flash copy operation, the server revokes all data locks from a client. Hence, modified data will be synchronized to disk and metadata will be sent to the server through the update transaction. Since client doesn’t have a data lock, any of its translations become invalid.

After a Flash Copy
For a read, client calls csmTranslateBlocks( ), and the server may send all “read” translations but “write” translations will be NULL.
For a write, client calls csmAttachBlocks( ). Now server returns read translations (same as above), and for the write extent list, the server should allocate a new set of unused blocks and return them. Thus, client has two translations. The client uses read translations as part of “page-in” and write translations as part of “page-out”.
So we Pageln data blocks which were part of flash copy in the buffer cache, then apply updates. While paging out, we use the write translations, which point the PageOut thread to the new physical blocks.
A COW for directIO is little different. For Direct IO: IFS calls csmTranslateBlocks() with write flag set, to see if it has backing blocks to proceed with write. After analyzing the translations from CSM, if backing blocks are not allocated, IFS calls csmAttachBlocks(). For a csmAttachBlocks(), IFS needs to switch its data-lock from SHARED_WRITE Mode to EXCLUSIVE. After the write is finished, client marks these blocks to the USED state. At this time, the client needs to hold a data lock in exclusive mode.

If the Direct IO boundary is not aligned with the block size, I/O to the first and last blocks is done in a cached fashion. Steps to do that include:

- Call CSM for “Read Translations”
- Allocate local kernel buffer.
- Read-in Disk block into the newly allocated kernel buffer.
- Update the kernel buffer.
- Call CSM for write translations.
- Write to the new block location (Write translations)
- Call CSM to mark the new write block's “USED” bit.

For the middle blocks:
- Make boundaries aligned to block size.
- Call CSM to get write translations.
- Write to the disk.
- Call CSM to mark the block's “USED” bit.

The following is an example of the bit metrics on a client:

- WriteBlockUsedState Bit array: Wbit
- ReadBlockUsedState Bit array: Rbit

In Brackets (@<@>) indicates the Physical block Address. That is, (@ A) means physical block address is A.

### Table: Bit Metrics Example

<table>
<thead>
<tr>
<th>UD—Un-Defined</th>
<th>Vir Bk #1</th>
<th>Vir Bk #2</th>
<th>Vir Bk #3</th>
<th>Vir Bk #4</th>
</tr>
</thead>
<tbody>
<tr>
<td>File Creation</td>
<td>(A) 0</td>
<td>UD</td>
<td>(B) 0</td>
<td>UD</td>
</tr>
<tr>
<td>&amp; Alloc</td>
<td>UD</td>
<td>UD</td>
<td>UD</td>
<td>UD</td>
</tr>
<tr>
<td>Write 3 Blocks</td>
<td>(A) 1</td>
<td>UD</td>
<td>(B) 1</td>
<td>UD</td>
</tr>
<tr>
<td>Read the file</td>
<td>(A) 1</td>
<td>UD</td>
<td>(B) 1</td>
<td>UD</td>
</tr>
<tr>
<td>(No change frame above)</td>
<td>UD</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Truncate to 2 blocks, PIT</td>
<td>(A) 1</td>
<td>UD</td>
<td>(B) 1</td>
<td>UD</td>
</tr>
<tr>
<td>(A) 0</td>
<td>UD</td>
<td>(A) 1</td>
<td>UD</td>
<td></td>
</tr>
<tr>
<td>Read</td>
<td>NULL</td>
<td>(A) 1</td>
<td>UD</td>
<td></td>
</tr>
<tr>
<td>Want to Update 1st 2 blocks</td>
<td>(A) 0</td>
<td>(A) 1</td>
<td>(A) 0</td>
<td>(A) 1</td>
</tr>
<tr>
<td>Write (update) 1st 2 blocks</td>
<td>(A) 0</td>
<td>(A) 1</td>
<td>(A) 0</td>
<td>(A) 1</td>
</tr>
<tr>
<td>Truncate to 1 blk</td>
<td>(A) 0</td>
<td>(A) 1</td>
<td>(A) 0</td>
<td>(A) 1</td>
</tr>
</tbody>
</table>

Client sends only WriteBlockUsedState Bit array and ReadBlockUsedState Bit array to the server in a client server environment.

CSM interprets these bits and mappings as follows:

<table>
<thead>
<tr>
<th>State</th>
<th>Write Mapping</th>
<th>Write Bit</th>
<th>Read Mapping</th>
<th>Read Bit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unallocated</td>
<td>X</td>
<td>0</td>
<td>X</td>
<td>0</td>
</tr>
<tr>
<td>Undefined</td>
<td>X</td>
<td>0</td>
<td>X</td>
<td>1</td>
</tr>
<tr>
<td>Undefined</td>
<td>X</td>
<td>0</td>
<td>M</td>
<td>0</td>
</tr>
<tr>
<td>Readable, Shared (COW)</td>
<td>X</td>
<td>0</td>
<td>M</td>
<td>1</td>
</tr>
<tr>
<td>Block Allocation Required</td>
<td>X</td>
<td>1</td>
<td>X</td>
<td>0</td>
</tr>
<tr>
<td>Undefined</td>
<td>X</td>
<td>1</td>
<td>X</td>
<td>0</td>
</tr>
<tr>
<td>Undefined</td>
<td>X</td>
<td>1</td>
<td>M</td>
<td>0</td>
</tr>
<tr>
<td>Writeable, but not Readable</td>
<td>M</td>
<td>0</td>
<td>X</td>
<td>0</td>
</tr>
<tr>
<td>Undefined</td>
<td>M</td>
<td>0</td>
<td>X</td>
<td>1</td>
</tr>
<tr>
<td>Writeable and Readable</td>
<td>M</td>
<td>1</td>
<td>X</td>
<td>0</td>
</tr>
<tr>
<td>Via Write mapping</td>
<td>M</td>
<td>1</td>
<td>X</td>
<td>1</td>
</tr>
<tr>
<td>Writeable only</td>
<td>M</td>
<td>1</td>
<td>M</td>
<td>0</td>
</tr>
<tr>
<td>Unallocated</td>
<td>M</td>
<td>1</td>
<td>M</td>
<td>1</td>
</tr>
</tbody>
</table>

To determine the mapping of a block CSM first looks at the write mapping, and if one is present and the corresponding W bit is set, then CSM uses that mapping for both the read and write operations.
If the write mapping is present, but the W bit is zero, then CSM looks for a read mapping.

If the read mapping is not present, then the block is considered unused (initialized) and the block can only be used for write operations. All read operations zero-fill the buffer.

If the read mapping is present then the block is considered in-use (initialized) and CSM assumes that the R bit is one (which it should be). In this case the COW is considered COW pending only and would require a COW to modify its contents.

If the write mapping is not present, then CSM looks for a read mapping. If the read mapping is present, then CSM assumes the R bit is one (which it should be) and the block is considered in-use (initialized) for read operations but not for write operations. Before a write operation can be performed, CSM must request that a new backing block be allocated by the server.

CSM returns the bit vectors to the server to indicate changes in status of blocks as they are used, truncated and/or copy-on-written. On the return trip the server interprets the bits as follows.

<table>
<thead>
<tr>
<th>State</th>
<th>W</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block is live (harden a COW or allocated block in use)</td>
<td>1</td>
<td>X</td>
</tr>
<tr>
<td>Truncate this block (mark as not in use if not use - freeable)</td>
<td>0</td>
<td>X</td>
</tr>
<tr>
<td>No Change to this block (may cancel COW pending)</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

If the write bit is set:
server ignores the read bit.
If the block was in the Allocated state (i.e., traditional allocated but not live yet), then it gets changed to the Live state (i.e., the block is writable and readable).
If the block was in the COW_Pending state (i.e., the block has both a read and write mapping and they differ for purposes of COW), then the block goes to the Live state (i.e., the block is writable and readable through what was the write mapping).
If the write bit is not set, and the read bit is set:
This signifies to the server that there is no change for the block in question.
If the block was in the Allocated, COW_Pending, or PIT_COW_Pending state, then the block may remain in this state or may be freed asynchronously. The client cannot make the assumption that the block is freed or whether it remains in one of the COW_Pending states.
If the write bit is not set, and the read bit is not set:
This signifies to the server that the block has been truncated (provided it was previously allocated).
If the block was in the Unallocated state, then the block remains in the Unallocated state.
If the block was in the Allocated state, then the block remains in the Allocated state.
If the block was in the Live state, then the block goes to the Allocated state.
If the block was in the Shared state, then the block goes to the Unallocated state and the read (only) mapping gets discarded.
If the block was in the COW_Pending state, then the block goes to the Allocated state.
If the block was in the PIT_COW_Pending state, then the block goes to the Allocated state.

Advantages
Advantageously, a technique is presented herein for implementing copy-on-write in a computing environment with minimal added costs to conventional data file write processing by minimizing redundant input/output. The copy-on-write technique presented is transparent to upper layers, such as standard filesystem drivers. The technique includes employing two different simultaneous translations, that is, a read mapping table and a write mapping table, to achieve copy-on-write of a unit of data in a file using a single write operation. In another aspect, presented is a technique for implementing a distributed copy-on-write of a file across multiple clients of a client server environment. Advantageously, the distributed copy-on-write implementation reduces the load on the centralized server, scales with the addition of clients, and allows copy-on-writing of a file to proceed notwithstanding that one or more of the clients may become inoperable. Further, the distributed copy-on-write presented allows parallel copy-on-writes, and allows a workload to be distributed among multiple clients, thereby providing a more efficient utilization of resources.

ALTERNATE EMBODIMENTS

Although examples of computing environments have been provided, these are only examples. Other embodiments may be used. For instance, although an example is described herein with reference to a filesystem, this is only one example. One or more other aspects of the present invention are applicable to other environments.

The present invention can be included in an article of manufacture (e.g., one or more computer program products) having, for instance, computer usable media. The media has embodied therein, for instance, computer readable program code means or logic (e.g., instructions, code, commands, etc.) to provide and facilitate the capabilities of the present invention. The article of manufacture can be included as a part of a computer system or sold separately.
Additionally, at least one program storage device readable by a machine embodying at least one program of instructions executable by the machine to perform the capabilities of the present invention can be provided.
The flow diagrams depicted herein are just examples. There may be many variations to these diagrams or the steps (or operations) described therein without departing from the spirit of the invention. For instance, the steps may be performed in a differing order, or steps may be added, deleted or modified. All of these variations are considered a part of the claimed invention.
Although preferred embodiments have been depicted and described in detail herein, it will be apparent to those skilled in the relevant art that various modifications, additions, substitutions and the like can be made without departing from the spirit of the invention and these are therefore considered to be within the scope of the invention as defined in the following claims.

What is claimed is:
1. A method of implementing a copy-on-write in a computing environment, comprising:
   (i) employing a first mapping table to perform a first virtual block to physical block mapping for use in reading a block of data from physical storage for modification; and
   (ii) employing a second mapping table to perform a second virtual block to physical block mapping for use in writing a modified block of the data of the file to
17 physical storage, wherein copy-on-write of the block of data is achieved using a single write operation.

2. The method of claim 1, wherein said first mapping table comprises a read mapping table and said second mapping table comprises a write mapping table, and wherein said write mapping table contains at least one virtual block mapped to a different physical block of the physical storage than the corresponding virtual block to physical block mapping of the read mapping table.

3. The method of claim 1, wherein the copy-on-write implementation further comprises initially determining whether a modification comprises a partial block write or a full block write, and if a partial block write, then performing said employing of the first mapping table and said employing of the second mapping table, otherwise performing said employing of the second mapping table without performing said employing of the first mapping table.

4. The method of claim 1, wherein said employing of the first mapping table comprises reading the block of data from physical storage into a buffer, and wherein said method further comprises modifying the block of data in the buffer before performing said employing of the second mapping table.

5. The method of claim 1, wherein the computing environment comprises a client server environment including a filesystem server and at least one client, and wherein said employing of the first mapping table and said employing of the second mapping table are performed by the at least one client of the client server environment.

6. The method of claim 5, wherein said employing of the first mapping table and said employing of the second mapping table performed by the at least one client further comprise making at least one call to the filesystem server to obtain at least one of the first mapping table and the second mapping table when performing copy-on-write of the block of data of the file.

7. The method of claim 5, further comprising updating the first mapping table after writing the modified block of data to physical storage, said updating including modifying at least one virtual block to physical block translation of the first mapping table to agree with a corresponding virtual block to physical block translation of the second mapping table.

8. The method of claim 1, wherein the computing environment comprises a computing unit and an external storage unit, the external storage unit comprising the physical storage, and wherein the employing of the first mapping table and the employing of the second mapping table are performed by the computing unit.

9. A method of facilitating a copy-on-write in a client server computing environment, comprising:
   maintaining at a filesystem server of the client server computing environment a read mapping table and a write mapping table for a file; and
   wherein the read mapping table is usable to perform a first virtual block to physical block mapping for use in reading a block of data of the file from physical storage for modification, and the write mapping table is usable to perform a second virtual block to physical block mapping for use in writing a modified block of the data of the file to physical storage, wherein using the read mapping table and the write mapping table, copy-on-write of a block of data is achievable using a single write operation.

10. The method of claim 9, wherein the write mapping table for the file contains at least one virtual block mapped to a different physical block of the physical storage than the corresponding virtual block to physical block translation of the read mapping table.

11. The method of claim 9, further comprising updating the read mapping table after a copy-on-write of a block of data of the file is performed, said updating including modifying at least one virtual block to physical block translation of the read mapping table to agree with a corresponding virtual block to physical block translation of the write mapping table.

12. A method of implementing a copy-on-write of a file within a client server environment having a plurality of clients, said method comprising:
   performing a copy-on-write of a file using multiple clients of the client server environment, said performing comprising:
   (i) performing, by a first client of the multiple clients, copy-on-write of at least one block of data of the file; and
   (ii) performing, by a second client of the multiple clients, copy-on-write of at least one other block of data of the file.

13. The method of claim 12, wherein said performing by the first client comprises performing, by the first client, copy-on-write of the at least one block of data of the file using a single write operation, and wherein said performing by the second client comprises performing, by the second client, copy-on-write of the at least one other block of data using a single write operation.

14. The method of claim 13, wherein a filesystem server of the client server environment is associated with at least one shared storage device containing the file, and wherein the filesystem server maintains mapping tables for the file stored in the at least one shared storage device, and said performing by the first client comprises obtaining, by the first client, a read mapping table and a write mapping table for the file from the filesystem server, and said reading the read mapping table and said write mapping table in performing said copy-on-write of the at least one block of data of the file, and wherein said performing by the second client comprises obtaining, by the second client, the read mapping table and the write mapping table for the file from the filesystem server and employing the read mapping table and the write mapping table in performing said copy-on-write of the at least one other block of data of the file.

15. The method of claim 14, further comprising informing, by the first client, the filesystem server that the first client performed copy-on-write of the at least one block of data of the file, and responsive thereto, updating at least one of the read mapping table and the write mapping table for the file maintained by the filesystem server.

16. The method of claim 14, wherein the filesystem server prevents any client of the plurality of clients from performing copy-on-write over the at least one block of data of the file copy-on-write updated by the first client and the at least one other block of data of the file copy-on-write updated by the second client.

17. The method of claim 12, wherein a filesystem server of the client server environment is associated with at least one shared storage device containing the file, and wherein the method further comprises taking control of the file by the filesystem server to initiate the copy-on-write of the file, said initiating including updating a write mapping table for the file to be employed by said performing by the first client and said performing by the second client.

18. A method of facilitating a copy-on-write of a file within a client server environment, said method comprising:
controlling, from a filesystem server, implementation of a copy-on-write for a file stored in a shared storage unit of the client server environment, said controlling comprising allowing a first client of the client server environment to copy-on-write a portion of data in the file and allowing a second client of the client server environment to copy-on-write a different portion of the data in the file, wherein the filesystem server controls and facilitates performance of a distributed copy-on-write for the file.

19. The method of claim 18, wherein said controlling comprises taking control of the file by the filesystem server to initiate a copy-on-write of the file, said initiating including updating at least one mapping table for the file to be employed in performing the copy-on-write.

20. The method of claim 18, further comprising maintaining at the filesystem server, a read mapping table and a write mapping table for the file, wherein the read mapping table and the write mapping table are employed in performing the copy-on-write.

21. The method of claim 20, further comprising updating at least one of the read mapping table and the write mapping table for the file subsequent to performance of the copy-on-write.

22. The method of claim 18, wherein said controlling further comprises preventing, by the filesystem server, any additional updating on the portion of the data in the file copy-on-write updated by the first client or any additional updating of the different portion of the data in the file copy-on-write updated by the second client as part of the copy-on-write of the file.

23. A system for implementing a copy-on-write in a computing environment, said system comprising:
(i) means for employing a first mapping table to perform a first virtual block to physical block mapping for use in reading a block of data of a file from physical storage for modification; and
(ii) means for employing a second mapping table to perform a second virtual block to physical block mapping for use in writing a modified block of the data of the file to physical storage, wherein copy-on-write of the block of data is achieved using a single write operation.

24. The system of claim 23, wherein said first mapping table comprises a read mapping table and said second mapping table comprises a write mapping table, and wherein said write mapping table contains at least one virtual block mapped to a different physical block of the physical storage than the corresponding virtual block to physical block mapping of the read mapping table.

25. The system of claim 23, wherein the copy-on-write implementation further comprises means for initially determining whether a modification comprises a partial block write or a full block write, and if a partial block write, then for performing said employing of the first mapping table and said employing of the second mapping table, otherwise for performing said employing of the second mapping table without performing said employing of the first mapping table.

26. The system of claim 23, wherein said means for employing of the first mapping table comprises means for reading the block of data from physical storage into a buffer, and wherein said system further comprises means for modifying the block of data in the buffer before performing said employing of the second mapping table.

27. The system of claim 23, wherein the computing environment comprises a client server environment including a filesystem server and at least one client, wherein said means for employing of the first mapping table and said means for employing of the second mapping table are performed by the at least one client of the client server environment.

28. The system of claim 27, wherein said means for employing of the first mapping table and said means for employing of the second mapping table performed by the at least one client further comprise means for making at least one call to the filesystem server to obtain at least one of the first mapping table and the second mapping table when performing copy-on-write of the block of data of the file.

29. The system of claim 27, further comprising means for updating the first mapping table after writing the modified block of data to physical storage, said means for updating including means for modifying at least one virtual block to physical block translation of the first mapping table to agree with a corresponding virtual block to physical block translation of the second mapping table.

30. The system of claim 23, wherein the computing environment comprises a computing unit and an external storage unit, the external storage unit comprising the physical storage, and wherein the means for employing of the first mapping table and the means for employing of the second mapping table are performed by the computing unit.

31. A system for facilitating a copy-on-write in a client server computer environment, said system comprising:
means for maintaining at a file system server of the client server computing environment, a read mapping table and a write mapping table for a file; and
wherein the read mapping table is usable to perform a first virtual block to physical block mapping for use in reading a block of data of the file from a physical storage for modification, and the write mapping table is usable to perform a second virtual block to physical block mapping for use in writing a modified block of the data of the file to physical storage, wherein using the read mapping table and the write mapping table, copy-on-write of a block of data is achievable using a single write operation.

32. The system of claim 31, wherein the write mapping table for the file contains at least one virtual block mapped to a different physical block of the physical storage than the corresponding virtual block to physical block translation of the read mapping table.

33. The system of claim 31, further comprising means for updating the read mapping table after a copy-on-write of a block of data of the file is performed, said means for updating including means for modifying at least one virtual block to physical block translation of the read mapping table to agree with a corresponding virtual block to physical block translation of the write mapping table.

34. A system of implementing a copy-on-write of a file within a client server environment having a plurality of clients, said system comprising:
(i) means for performing, at a first client of the client server environment, copy-on-write of at least one block of data of the file to be copy-on-written; and
(ii) means for performing, at a second client of the client server environment, copy-on-write of at least one other block of data of the file to be copy-on-written, wherein different portions of the copy-on-write of the file are performed by different clients of the plurality of clients in the client server environment.

35. The system of claim 34, wherein said means for performing at the first client comprises means for performing, by the first client, copy-on-write of the at least one block
of data of the file using a single write operation, and wherein
said means for performing at the second client comprises
means for performing, by the second client, copy-on-write of
the at least one other block of data using a single write
operation.
36. The system of claim 35, wherein a filesystem server
of the client server environment is associated with at least
one shared storage device containing the file, and wherein
the filesystem server maintains mapping tables for the file
stored in the at least one shared storage device, and said
means for performing at the first client comprises means for
obtaining, by the first client, a read mapping table and a
write mapping table for the file from the filesystem server,
and for employing said read mapping table and said write
mapping table in performing said copy-on-write of the at
least one block of data of the file, and wherein said means
for performing at the second client comprises means for
obtaining, by the second client, the read mapping table and
the write mapping table for the file from the filesystem
server and for employing the read mapping table and the
write mapping table in performing said copy-on-write of the
at least one other block of data of the file.
37. The system of claim 36, further comprising means for
informing, by the first client, the filesystem server that the
first client performed copy-on-write of the at least one block
of data of the file, and responsive thereto, for updating at
least one of the read mapping table and the write mapping
table for the file maintained by the filesystem server.
38. The system of claim 36, wherein the filesystem server
prevents any client of the plurality of clients from performing
copy-on-write over the at least one block of data of the
file copy-on-write updated by the first client and the at least
one other block of data of the file copy-on-write updated by
the second client.
39. The system of claim 34, wherein a filesystem server
of the client server environment is associated with at least
one shared storage device containing the file, and wherein
the system further comprises means for taking control of the
file by the filesystem server to initiate the copy-on-write of
the file, said means for initiating including means for updat-
ing a write mapping table for the file to be employed by said
performing at the first client and said performing at the
second client.
40. A system of facilitating a copy-on-write of a file
within a client server environment, said system comprising:
means for controlling, from the filesystem server, imple-
mentation of a copy-on-write for a file stored in a
shared storage unit of the client server environment,
said means for controlling comprising means for allow-
ing a first client of the client server environment to
perform-on-write a portion of data in the file, and for
allowing a second client of the client server environment
to copy-on-write a different portion of the data in the
file, wherein the filesystem server controls and facili-
tmates performance of a distributed copy-on-write
for the file.
41. The system of claim 40, wherein said means for
controlling comprises means for taking control of the file by
the filesystem server to initiate a copy-on-write of the file,
said initiating including updating at least one mapping table
for the file to be employed in performing the copy-on-write.
42. The system of claim 40, further comprising means for
maintaining at the filesystem server, a read mapping table
and a write mapping table for the file, wherein the read
mapping table and the write mapping table are employed in
performing the copy-on-write.
43. The system of claim 42, further comprising means for
updating at least one of the read mapping table and the write
mapping table for the file subsequent to performance of the
copy-on-write.
44. The system of claim 40, wherein said means for
controlling further comprises means for preventing, by the
filesystem server, any additional updating on the portion of
the data in the file copy-on-write updated by the first client
or any additional updating of the different portion of the data
in the file copy-on-write updated by the second client as part
of the copy-on-write of the file of the file.
45. An article of manufacture, comprising:
at least one computer usable medium having computer
readable program code logic to implement a copy-on-
write in a computing environment, the computer read-
able program code logic comprising:
(i) logic to employ a first mapping table to perform a
first virtual block to physical block mapping for use
in reading a block of data of a file from physical
storage for modification; and
(ii) logic to employ a second mapping table to perform
a second virtual block to physical block mapping for
use in writing a modified block of the data of the file
to physical storage, wherein copy-on-write of the
block of data is achieved using a single write opera-
tion.
46. The article of manufacture of claim 45, wherein the
computing environment comprises a client server environ-
ment including a filesystem server and at least one client,
and wherein said logic to employ the first mapping table and
said logic to employ the second mapping table are per-
dormed by the at least one client of the client server
environment.
47. The article of manufacture of claim 45, wherein said
logic to employ the first mapping table and said employ
the second mapping table performed by the at least one client
further comprise logic to make at least one call to the
filesystem server to obtain at least one of the first mapping
table and the second mapping table when performing copy-
on-write of the block of data of the file.
48. The article of manufacture of claim 45, wherein the
computing environment comprises a computing unit and an
external storage unit, the external storage unit comprising
the physical storage, and wherein the logic to employ the
first mapping table and the logic to employ the second
mapping table are performed by the computing unit.
49. An article of manufacture, comprising:
at least one computer usable medium having computer
readable program code logic to facilitate a copy-on-
write in a client server computing environment, the
computer readable program code logic comprising:
logic to maintain at a filesystem server of the client
server computing environment a read mapping table
and a write mapping table for a file, wherein the read
mapping table is usable to perform a first virtual
block to physical block mapping for use in reading a
block of data of the file from a physical storage for
modification, and the write mapping table is usable
to perform a second virtual block to physical block
mapping for use in writing a modified block of the
data of the file to physical storage, wherein using the
read mapping table and the write mapping table,
copy-on-write of a block of data is achievable using
a single write operation.
50. An article of manufacture, comprising:
at least one computer usable medium having computer
readable program code logic to implement a copy-on-
write of a file within a client server environment having
a plurality of clients, the computer readable program
code logic comprising:
logic to perform a copy-on-write of a file using multiple
clients of the client server environment, said logic to
perform comprising:
(i) logic to perform, by a first client of the multiple
clients, copy-on-write of at least one block of data
of the file; and
(ii) logic to perform, by a second client of the
multiple clients, copy-on-write of at least one
other block of data of the file.
51. The article of manufacture of claim 50, wherein said
logic to perform by the first client comprises logic to
perform, by the first client, copy-on-write of the at least one
block of data of the file using a single write operation, and
wherein said logic to perform by the second client comprises
logic to perform, by the second client, copy-on-write of the
at least one other block of data using a single write opera-
tion.
52. The article of manufacture of claim 51, wherein a
filesystem server of the client server environment is asso-
ciated with at least one shared storage device containing the
file, and wherein the filesystem server maintains mapping
tables for the file stored in the at least one shared storage
device, and said logic to perform by the first client comprises
logic to obtain, by the first client, a read mapping table and
a write mapping table for the file from the filesystem server,
and to employ said read mapping table and said write
mapping table in performing said copy-on-write of the at
least one block of data of the file, and wherein said logic to
perform by the second client comprises logic to obtain, by
the second client, the read mapping table and the write
mapping table for the file from the filesystem server and to
employ the read mapping table and the write mapping table
in performing said copy-on-write of the at least one other
block of data of the file.
53. An article of manufacture, comprising:
at least one computer usable medium having computer
readable program code logic to facilitate a copy-on-
write of a file within a client server environment, the
computer readable program code logic comprising:
logic to control, from a filesystem server, implementa-
tion of a copy-on-write for a file stored in a shared
storage unit of the client server environment, said
logic to control comprising logic to allow a first
client of the client server environment to copy-on-
write a portion of data in the file and logic to allow
a second client of the client server environment to
in a different portion of the data in the
file, wherein the filesystem server controls and facil-
lates performance of a distributed copy-on-write for
the file.
54. The article of manufacture of claim 53, wherein said
logic to control comprises logic to take control of the file by
the filesystem server to initiate a copy-on-write of the file,
said initiating including updating at least one mapping table
for the file to be employed in performing the copy-on-write.
55. The article of manufacture of claim 53, further com-
prising logic to maintain at the filesystem server, a read
mapping table and a write mapping table for the file, wherein
the read mapping table and the write mapping table are
employed in performing the copy-on-write.
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