A method and apparatus that maintains in stable storage an identification of which copies in a mirrored disk system are currently up to date without requiring the use of a logging mechanism. The invention may include a plurality of mirrored disk drives and a processing unit for controlling the writing and reading of data units to and from mirrored disk drives, wherein the processing unit establishes and maintains cohort sets for each mirrored disk drive. The cohort set represents the status of copies of the data units stored on the mirrored disk drives and contains membership information for redundant copies of data units stored in the plurality of mirrored disk drives. The membership information comprises a data structure of 2^n status bits for identifying which disks contain current copies of the data units, where n is the number of disks in the system, and wherein the first n bits are used to indicate an intention to update the membership information for the copies and the second n bits are used indicate a current state of the membership information. The data structure may further include log(n) additional bits for identifying each mirrored disk.
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BACKGROUND OF THE INVENTION

1. Field of the Invention

This invention relates in general to fault tolerant storage systems, and more particularly, to a method and apparatus for establishing and maintaining the status of membership sets regarding redundant copies of data used in mirrored read and write input/output without logging.

2. Description of Related Art

A typical digital computer system includes one or more mass storage subsystems for storing data to be processed. In typical mass storage subsystems, the data is stored on disks. Disks are divided into a plurality of tracks at selected radial distances from the center, and sectors defining particular angular regions across each track, with each track and set of one or more sectors comprising a block in which data is stored.

Since stored data may be unintentionally corrupted or destroyed, systems have been developed that create multiple copies of stored data, usually on separate storage devices, so that if the data on one of the devices or disks is damaged, the data may be recovered from one or more of the remaining copies.

One such application includes distributed processing systems that are made up of intelligent workstations adapted to access central databases at source locations. In many of these systems, a given workstation may require access to a single data object from some source database more than once. This requires much duplication of effort by the systems managing the database and the network. To reduce this duplication of effort and to provide increased fault tolerance, it is desirable to maintain replicas of data objects.

Further, both mirrored disk systems and RAID (Redundant Array of Independent Disks) disk systems have been used to provide fault tolerant disk systems for On-Line Database Transaction Processing (OLTP). In a RAID array, the information at corresponding block locations on several disks is used to create a parity block on another disk. In the event of failure, any one of the disks in a RAID array can be reconstructed from the others in the array. RAID architectures require fewer disks for a specified storage capacity, but mirrored disks generally perform better.

Mirroring is a technique for keeping synchronized copies of data on behalf of data managers or applications. Mirroring increases the availability of data by allowing access to it as long as one copy is available. To provide mirroring within a system component, the system needs to track the set of copies that are current. For example, a Logical Volume Manager (LVM) allows users to select and combine disk space from one or more physical disks to create logical volumes, or virtual disk partitions, which can have greater capacity, increased availability, and higher performance than a single drive. When a logging subsystem is present, appropriate log records written to the log can be used to track which copies are current. However, often logging may not be present to record which copies are current.

While mirrored storage provides several advantages, including increased read performance and better fault tolerance, the use of this technology has normally been confined to high-end systems. This is because it was considered to be expensive both in terms of the extra storage required, and in terms of the processing necessary to implement it. Recently, many companies have begun to sell mirrored storage devices which appear to the system to be simple SCSI devices. This, coupled with trends towards smaller systems and dramatic decreases in the cost of storage devices, has made it practical to provide mirroring in small systems as well as large. The result is a need for a simple mirroring technique that can be efficiently implemented either in the file system, or in the device controller of a SCSI device.

Applications and data managers can increase their access to data by having the system maintain several copies in a synchronized, or mirrored, manner. As stated above, access to the data is provided as long as one copy of it is available.

When several disks are used in a mirrored fashion, the disks holding the current data must be determined following a total failure, e.g., a loss of power. In a two disk system, this is only a minor problem since the operator can indicate which disk is current. However, this is more difficult when more disks are introduced, and is unfavorable when the target environment is the consumer market. In these situations, automatic recovery must be used when possible.

Consequently, a system must differentiate between current and stale copies of the data to access appropriate copies of the data when failures occur. There are several methods in use for managing mirrored storage. Perhaps the simplest is to designate one copy as the primary copy. This method has the advantage of simplicity, but limits availability and necessitates manual intervention in the event of a failure.

The other well-known strategies are to use a quorum algorithm, or to write the mirrored set membership to a log. While using some form of a quorum consensus provides automatic recovery, a quorum collection reduces the availability of the system (requiring at least three drives, for example). Using a log has the advantage of providing excellent availability, but has the disadvantage of the added complexity of maintaining the log. Furthermore, a log is often not available.

It can be seen then that there is a need for an apparatus and method to establish and maintain the status of membership sets that does not rely on logging to represent the set of copies that are active.

It can also be seen that there is a need to update the status information in response to configuration changes to maintain the correct set of current copies.

SUMMARY OF THE INVENTION

To overcome the limitations in the prior art described above, and to overcome other limitations that will become apparent upon reading and understanding the present specification, the present invention discloses a fault tolerant storage system.

The present invention solves the above-described problems by providing a method and apparatus that maintains in stable storage an identification of which copies in a mirrored disk system are currently up to date without requiring the use of a logging mechanism or quorum collections.

A system in accordance with the principles of the present invention includes a plurality of mirrored disk drives, a processing unit for controlling the writing and reading of data units to and from mirrored disk drives, the processing unit further establishing and maintaining cohort sets for each mirrored disk drive. The cohort set represents the status of copies of the data units stored on the mirrored disk drives and contains membership information for redundant copies.
of data units stored in the plurality of mirrored disk drives. The membership information comprises a data structure of \( 2n \) status bits for identifying which disks contain current copies of the data units, where \( n \) is the number of disks in the system, and wherein the first \( n \) bits are used to indicate an intention to update the membership information for the copies and the second \( n \) bits are used indicate a current state of the membership information. The data structure may further include \( \log(n) \) additional bits for identifying each mirrored disk.

One aspect of the present invention is that the cohort set for a disk drive represents the set of copies that participated in the last write.

Another aspect of the present invention is that the cohort set represents the known current disks, the cohort set being modified every time a failure is detected and every time a repair is completed.

Another aspect of the present invention is that the each mirrored disk is associated with a bit of the data structure.

Another aspect of the present invention is that a bit is on when the disk is available and off when the disk is not available.

Another aspect of the present invention is that the data units may include a collection of sectors.

Yet another aspect of the present invention is that the data units may include a disk sector, a logical cluster in a logical volume manager, or a complete logical volume in a logical volume manager.

Another aspect of the present invention is that the cohort set is established and administered by the system and the \( 2n \) status bits may be stored in the space allocation map for each physical volume.

Another aspect of the present invention is that the bits in the data structure are modified in all the disks that remain operational when a failure is detected by setting the bit off for the disk that is down.

Still another aspect of the present invention is that the modified data structure is copied to all of the disks that remain operational.

Another aspect of the present invention is that the updating of the membership information comprises writing an updated cohort set to all operational disks.

Another aspect of the present invention is that cascading failures are treated sequentially such that a new round of membership information is initiated if an additional disk becomes unavailable while the membership information is being updated.

Yet another aspect of the present invention is that the cohort set indicates that a copy is current if the cohort sets are equal and complete, and wherein cohort sets are equal if the cohort sets have the same membership and the cohort sets are complete if every copy in the subset made up of the union of the cohort sets is present.

Another aspect of the present invention is that two phases may be used to update the membership information, wherein the first \( n \) bits are written to identify an intention to update the membership information for the copies in the first phase, and the second \( n \) bits are updated to indicate the current state of the membership information and the first \( n \) bits being cleared in the second phase.

These and various other advantages and features of novelty which characterize the invention are pointed out with particularity in the claims annexed hereto and form a part hereof. However, for a better understanding of the invention, its advantages, and the objects obtained by its use, reference should be made to the drawings which form a further part hereof, and to accompanying descriptive matter, in which there is illustrated and described specific examples of an apparatus in accordance with the invention.

**BRIEF DESCRIPTION OF THE DRAWINGS**

Referring now to the drawings in which like reference numbers represent corresponding parts throughout:

FIG. 1 illustrates a mirrored disk system in accordance with the present invention;

FIG. 2 illustrates the data structure of the cohort sets according to the present invention;

FIG. 3 illustrates an example of maintaining and using cohort sets according to the present invention;

FIG. 4 is a flowchart illustrating the establishment and updating of cohort sets according to the invention;

FIG. 5 is a flowchart illustrating the processes which occur when a disk is repaired;

FIG. 6 illustrates a detailed view of the two-phase update process; and

FIG. 7 is a block diagram that illustrates an exemplary hardware environment of the present invention.

**DETAILED DESCRIPTION OF THE INVENTION**

In the following description of the exemplary embodiment, reference is made to the accompanying drawings which form a part hereof, and in which is shown by way of illustration the specific embodiment in which the invention may be practiced. It is to be understood that other embodiments may be utilized as structural changes may be made without departing from the scope of the present invention.

The present invention provides a method and apparatus that maintains in stable storage an identification of which copies in a mirrored disk system are currently up to date without requiring the use of a logging mechanism or quorum collection (i.e., voting). The method and apparatus are based on first associating a unique identity with each copy and then tracking which copies are current. Each time a copy becomes unavailable and a client of the service wants to write data, the new state is modified to reflect the current set of available copies. When a copy that was unavailable becomes available a repair process is initiated. The out of date copies are first brought up to date from current copies and then the system state is modified to reflect that now the set of synchronized copies is larger.

FIG. 1 illustrates an exemplary system 10 which incorporates mirrored disk storage according to the present invention. The system 10 includes a controller or processor 12 and a plurality of mirrored disks 20. The controller 12 has a memory 16. Each of the plurality of mirrored disks 20 (\( d_1, d_2, \ldots, d_n \)) contain basically identical data. Updates are made to the data in the mirrored disks 20 when a copy of data in one of the mirrored disks is updated. The status of data in the mirrored disks 20 is maintained in a cohort set associated with each of the mirrored disks. The cohort sets may be stored in the memory 16.

According to the present invention, current copies of data are tracked using a simple data structure called cohort sets. FIG. 2 illustrates the data structure 200 of the cohort sets according to the present invention. Membership information is recorded in cohort sets 202. A cohort set 202 for any copy represents the set of copies that participated in the last write.
that involved that copy. According to the present invention, a cohort set \textbf{202} requiring only 2n bits of hardened system data (or metadata) is required in order to determine which disks are current, where n is the number of disks in the system. The first n bits or indicators \textbf{204} are used to record the intention to update the membership state (i.e., tentative cohort set) and the remaining n bits \textbf{206} are used to record the official state of the membership state (i.e., committed cohort set). An additional log(n) bits \textbf{210} may be necessary to identify each disk if the disks do not have an implicit total ordering.

Referring to both FIGS. 1 and 2, in a system with disks \textbf{20} (d_1, d_2, \ldots, d_n) the cohort set \textbf{202} for disk d_k, denoted \textbf{C_d}_k, is the set of disks involved in the most recent write with disk d_k. That have been repaired from disk \textbf{d}_k. The cohort set \textbf{202} represents the disks that are known to be current. The cohort set \textbf{202} is modified every time a failure is detected and every time a repair has been completed.

With reference to FIG. 2, each disk used in mirroring is associated a specific bit in each of the two groups of indicators \textbf{204}, \textbf{206}. Thus, if \textbf{3} disks are to be used for mirroring then a bit vector with 3 bits is needed to represent them. The cohort set \textbf{202} has a corresponding identity bit on (value 1) when a disk is available and off (value 0) when a disk is not available.

For each unit of data that wants to be mirrored, be it a disk sector, or a logical cluster in an LVM, or a complete logical volume in an LVM, a cohort set \textbf{C_d}_202 is established by the system and administered by the system. The 2n status bits \textbf{202} are kept in the space allocation map for each physical volume.

Since the cohort set \textbf{202} contains the identity of all the disks that are current, the system is able to recognize whether the corresponding cohort sets \textbf{202} represents current data or not when a previously unavailable disk becomes available. This process involves first updating the contents of the cohort sets \textbf{202} when a failure has been detected.

Then the mirror set is repaired when a disk is brought up. The corresponding cohort set is updated when the repair is complete. Finally, the system recognizes whether the complete set of copies is on line or not.

When a failure is detected, normally while executing a mirrored write operation, the cohort set \textbf{202} is modified in all the disks that remain operational by setting the bit off for the disk that is down and updating the content of the cohort sets \textbf{202} in all the remaining operational disks. Only after this membership update has been completed, that is, the updated cohort set \textbf{202} has been written to all the appropriate disks, can the write operation that prompted the detection of the failure proceed. Cascading failures are treated sequentially, that is, if disks become unavailable while updating the membership information a new round of membership information is initiated. If there is no failure, the cohort sets are untouched, thereby facilitating optimal performance.

While no failures are detected or no disks become available again, the system operates using the revised cohort set \textbf{202} to identify what disks are operational and current. When access to a failed disk is reestablished, be it because it came back on-line or because the complete system is being brought on-line after being off, the system inspects the corresponding cohort sets \textbf{202} to determine which are the mirror copies of the data.

Only after all the disks present in the revised cohort sets \textbf{202} have been contacted and all corresponding cohort sets \textbf{202} coincide, can read or write operations be directed to the data. Thus, if a cohort set \textbf{202} states that 3 disks are up (because it has the 3 corresponding bits turned on) then those exact three disks have to have the same bits turned on in their cohort sets \textbf{202}, for the system to determine that the correct set of current copies have been found. If two corresponding cohort sets \textbf{202} do not coincide, then the system finds the current copies when all the disks named in a cohort set \textbf{202} are found and their cohort sets \textbf{202} have the exact same bits turned on. In particular, a cohort set \textbf{202} with only one bit turned on states that it is the 'last copy' of a piece of data and hence that it is the current one.

During the repair process, the data obtained from a valid copy is first synchronized and then the corresponding cohort set \textbf{202} is updated. The repair process may be done in parallel to normal I/O activity beginning from any disk in the current up-to-date set.

FIG. 3 illustrates an example \textbf{300} of maintaining and using cohort sets according to the present invention. If there are three copies, A \textbf{302}, B \textbf{304} and C \textbf{306}, then C_d_312, C_d_314 and C_d_316 are the corresponding cohort sets.

The system starts \textbf{320} with a full complement of copies \textbf{302}, \textbf{304}, \textbf{306}. At some time in the future \textbf{322}, copy \textbf{C_306} fails, and a write operation occurs. The state of the system is reflected in the second row \textbf{322} of the table, where C_d_312=C_d_314=[A \textbf{302}, B \textbf{304}], which indicates that copies A \textbf{302} and B \textbf{304} were the only participants in the last write operation. At some point further on \textbf{330}, copy B \textbf{304} also fails, followed by a write operation. This is reflected in the third row \textbf{330}, where only copy A \textbf{302} is current. Thereafter, the other two copies, i.e., B \textbf{304} and C \textbf{306}, recover. This state is reflected in the fourth row \textbf{340}. At this point only copy A is current, since C_d_312=[A \textbf{302}].

The necessary and sufficient conditions for recovery is that a subset of copies can be found such that their cohorts sets C_d_312, C_d_314 and C_d_316 are both equal and complete. This means that for a group of copies to be current, any copy listed in any of the cohort sets must be accessible, and the cohort sets associated with these copies must all be equal. It should be clear that the last copy or copies to fail must be represented by this set, since if any of the copies had participated in subsequent write operation, then its cohort set would not contain the copies that did not participate in this operation.

The cohort sets C_d_312, C_d_314 and C_d_316 are the critical metadata items for mirrored operation. The cohort sets C_d_312, C_d_314 and C_d_316 must be correct for the recovery to operate correctly.

FIG. 4 is a flowchart \textbf{400} illustrating the establishment and updating of cohort sets according to the invention. Membership information is established \textbf{402} in cohort sets for the copies of data contained in the mirrored disk drives. Next, a mirrored write operation is initiated \textbf{404}. During the write operation the disk controller monitors the mirrored disk system for failures \textbf{406}. If no failure is detected during the execution of the write operation \textbf{408}, further write operations may proceed in a like manner since the cohort sets reflect the current copies. If a failure is detected during the execution of the write operation \textbf{410}, the content of the cohort sets is updated \textbf{412}.

FIG. 5 is a flowchart \textbf{500} illustrating the processes which occur when a disk is repaired. After a failure, the system operates as illustrated in FIG. 4. However, whenever a disk is repaired \textbf{502}, a recovery procedure is initiated wherein the cohort sets are examined to determine which disks are up-to-date \textbf{504}. Repair of a failed disk is a process that is independent of write operations.

As discussed above with reference to FIG. 4, it was assumed that the cohort sets were completely written to
stable storage following the detection of a failure. While extremely rare, it is possible that a second failure could occur while the coherent sets were being written. In order to mitigate the effects of this unlikely failure scenario, two phases are used to write the coherent sets to stable storage.

FIG. 6 illustrates a detailed view of the two-phase update process 600. First the updating of the tentative coherent sets is initiated 602 in the first phase. If this fails 604, the system can fall back to the original committed coherent sets 606. In the second phase, the updating of the committed coherent sets is initiated 608. Should this fall 610, then the tentative coherent sets that remain can be used in conjunction with the newly committed coherent sets 612. Otherwise, the tentative coherent sets are cleared and the complete committed coherent sets are written 614.

All coherent sets are modified when a write operation occurs following a failure. It is assumed that write operations are sufficiently frequent to provide sufficiently fine-grained failure detection. If this is not the case, then coherent sets can be modified when read operations occur. Furthermore, an asynchronous failure notification mechanism may be used to modify the coherent sets. It should be noted that correct operation does not depend on the granularity of failure detection. The granularity is only important for the availability of the system, since rapid failure detection will mean that the information in the coherent sets is current and this provides for more rapid recovery. This is easy to see in the case of no failure detection, then the coherent sets would always indicate every copy, which would mean that every copy would have to be present for the system to recover.

There is a possibility that a write operation may fail, or be interrupted, before all of the copies can be written. As a result, only a subset of the copies hold the latest version of the data. Subsequent read operations may get different results, depending on which disk satisfies the request.

Instead, it is desirable that single-copy semantics be provided, i.e., the mirrored storage behaves like a single disk. Referring again to FIG. 2, a “dirty bit” 210 is used in order to accomplish this task. This bit 210 is replicated on each disk, and is set before a write operation first occurs to some portion of the disk. This bit 210 is reset (“cleaned”) when the disk is quiescent.

When the system recovers, the “dirty bit” 210 is used to provide single-copy semantics. If the “dirty bit” 210 is set, then a valid (usually the first) copy is copied to the others that make up the mirrored set. A valid copy is any copy that satisfies the currency requirements. Since a write may have failed before it could complete on all disks, a small number of writes may be lost. While it may be desirable to never lose a write, the performance cost is prohibitive.

FIG. 7 is a block diagram that illustrates an exemplary hardware environment of the present invention. The present invention is typically implemented using a computer 710 comprised of a microprocessor, read-only memory (RAM), access memory (RAM), and other standard components. It is envisioned that attached to the computer 710 may be a monitor 712, floppy disk drives 714, CD-ROM drives 716, and printer 718 peripherals. Also included in the preferred embodiment may be input devices, for example, a mouse pointing device 720 and a keyboard 722.

The computer 710 operates under the control of an operating system 724, such as the Windows, OS/2, Macintosh, or UNIX operating systems, which is represented in FIG. 7 by the screen display on the monitor 712. The computer 710 executes one or more computer programs 726, which are represented in FIG. 7 by the “windows” displayed on the monitor 712, under the control of the operating system 724. The present invention comprises a mirrored disk management function that is preferably implemented in the operating system 724 and/or computer programs 726.

Generally, the operating system 724 and the computer programs 726 may be tangibly embodied in a computer-readable medium or carrier, e.g., one or more of the fixed and/or removable data storage devices 714 and 716, or other data storage or data communications devices. Both the operating system 724 and the computer programs 726 may be loaded from the data storage devices 714 and 716 into the random access memory of the computer 710 for execution by the microprocessor as discussed above with reference to FIG. 7. Both the operating system 724 and the computer programs 726 comprise instructions which, when read and executed by the microprocessor of the computer 710, causes the computer 710 to perform the steps necessary to execute the steps or elements of the present invention.

Although an exemplary computer system configuration is illustrated in FIG. 7, those skilled in the art will recognize that any number of different configurations performing similar functions may be used in accordance with the present invention.

In summary, the technique of mirroring can be deployed in computing systems that do not have a logging or journaling subsystem. System data is minimal since one bit is used to represent membership and a second bit is used to represent the intention to update the membership. Further, the method is n-1 resilient, which means that n-1 failures can be tolerated. All disks may be peers, since there is no master disk needed between them. Finally, the system data requirements updating only when a failure is detected.

The foregoing description of the exemplary embodiment of the invention has been presented for the purposes of illustration and description. It is not intended to be exhaustive or to limit the invention to the precise form disclosed. Many modifications and variations are possible in light of the above teaching. It is intended that the scope of the invention be limited not with this detailed description, but rather by the claims appended hereto.

What is claimed is:

1. An apparatus for maintaining the status of redundant copies of data on mirrored disk drives in a mirrored storage system, each of the mirrored disk drives including a copy of data, comprising a current copy indicator associated with each of the redundant copies of data wherein the current copy indicator further comprises a first set of identifiers indicating when a copy on one of the mirrored disk drives is to be updated and a second set of identifiers indicating the state of each of the copies;

2. The apparatus of claim 1 wherein the first and second identifier are modified to reflect the current set of available copies when a copy becomes unavailable and a write operation is requested.

3. The apparatus of claim 1 wherein the current copy indicator is updated when unavailable copies are repaired.

4. The apparatus of claim 1 wherein out of date copies are updated using copies identified by the current copy indicator and the current copy indicator is modified to reflect a new status for the redundant copies.

5. A system of mirrored disk drives containing redundant copies of data units, the system comprising: a plurality of mirrored disk drives; and a processing unit, coupled to the mirrored disk drives, for controlling the writing and reading of data units to and from mirrored disk drives; and
9. wherein the processing unit establishes and maintains cohort sets for each mirrored disk drive, the cohort set representing status of copies of the data units stored on the mirrored disk drives, the cohort sets containing membership information for redundant copies of data units stored in the plurality of mirrored disk drives, the membership information comprising a data structure of 2n status bits for identifying which disks contain current copies of the data units, wherein the first n bits indicate an intention to update the membership information for the copies and the second n bits indicate a current state of the membership information.

6. The system of claim 5 wherein the processing unit comprises a memory.

7. The system of claim 5 wherein the cohort set for a drive represents the set of copies that participated in the last write.

8. The system of claim 5 wherein the data structure further comprises log(n) additional bits for identifying each mirrored disk.

9. The system of claim 5 wherein the cohort set represents the known current disks, the cohort set being modified every time a failure is detected and every time a repair is completed.

10. The system of claim 5 wherein each mirrored disk is associated with a bit of the data structure.

11. The system of claim 10 wherein a bit is on when the disk is available and off when the disk is not available.

12. The system of claim 5 wherein the data units comprises a unit of storage.

13. The system of claim 5 wherein the cohort set is established and administered by the system.

14. The system of claim 5 wherein the 2n status bits are stored in the space allocation map for each physical volume.

15. The system of claim 5 wherein the cohort set enables the system to recognize whether a complete set of copies is on line.

16. The system of claim 5 wherein the bits in the data structure are modified in all the disks that remain operational when a failure is detected by setting the bit off for the disk that is down.

17. The system of claim 16 wherein the modified data structure is copied to all of the disks that remain operational.

18. The system of claim 5 wherein updating of the membership information comprises writing an updated cohort set to all the disks that remain operational.

19. The system of claim 5 wherein cascading failures are treated sequentially such that a new round of membership information is initiated if an additional disk becomes unavailable while the membership information is being updated.

20. The system of claim 5 wherein the cohort set indicates that a copy is current if the cohort sets are equal and complete.

21. The system of claim 20 wherein cohort sets are equal if the cohort sets have the same membership and the cohort sets are complete if every copy in a subset comprising the union of the cohort sets is present.

22. The system of claim 5 wherein two phases are used to update the membership information, the first n bits being written to identify an intention to update the membership information for the copies in the first phase, and the second n bits being updated to indicate the current state of the membership information and the first n bits being cleared in the second phase.

23. The system of claim 5 wherein the cohort sets are modified when a write operation occurs following a failure.

24. A method of maintaining the status of mirrored disk drives containing redundant copies of data, the method comprising the steps of:

establishing a cohort set on each of the mirrored disk drive representing a status of the copies stored on the mirrored disk drives, the cohort set containing membership information for redundant copies of data units stored in the plurality of mirrored disk drives, the membership information comprising a data structure of 2n status bits for identifying which disks contain current copies of the data units, where n is the number of disks in the system, wherein the first n bits indicate an intention to update the membership information for the copies and the second n bits indicate a current state of the membership information; and

updating the contents of the cohort sets when a disk drive failure has been detected to reflect unavailability of the copy of data on the failed disk drive.

25. The method of claim 24 further comprising the steps of:

repairing the copy of data on the failed disk drive when the failed disk drive is brought up; and

revising the cohort sets when the repair is complete to reflect availability of the repaired disk drive.

26. The method of claim 24 further comprising the steps of:

writing the first n bits to identify an intention to update the membership information for the copies in a first phase; and

updating the second n bits to indicate the current state of the membership information and clearing the first n bits in a second phase.

27. The method of claim 24 wherein the step of updating the cohort set is performed every time a failure is detected and every time a repair is completed.

28. The method of claim 24 wherein the step of updating the membership information further comprises the step of modifying the membership information of all disks that remain operational when a failure is detected.

29. The method of claim 28 wherein the step of modifying the membership information of all disks that remain operational further comprises the step setting a bit off for a disk that is not operational.

30. The method of claim 29 wherein the modified membership information is copied to all of the disks that remain operational.

31. A metadata file structure stored on each of a plurality of mirrored disk drives containing redundant copies of data units, the metadata file structure comprising a first and second set of n identifiers, wherein n is the number of mirrored disk drives and each identifier represents a mirrored disk drive, the first set of n identifiers indicating disk drives to be updated and the second set of identifiers indicating what disk drives contain current copies.

32. The metadata file structure of claim 31 wherein an identifier is set to an on indication when the disk is available and to an off indication when the disk is not available.

33. The metadata file structure of claim 31 wherein the first and second set of n identifiers represents the set of copies that participated in the last write involving the copy.

34. The metadata file structure of claim 31 wherein the first and second set of n identifiers represent membership information for redundant copies of data units stored in the plurality of mirrored disk drives.

35. The metadata file structure of claim 31 further comprising log(n) additional bits for identifying each mirrored disk.
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36. The metadata file structure of claim 31 wherein the first and second set of n identifiers represent the known current disks, the first and second set of n identifiers being modified every time a failure is detected and every time a repair is completed.

37. The metadata file structure of claim 31 wherein each mirrored disk is associated with an identifier in each of the first and second set of n identifiers.

38. The metadata file structure of claim 37 wherein an identifier is set to an on indication when the disk is available and to an off indication when the disk is not available.

39. The metadata file structure of claim 31 wherein the data units comprises a unit of storage.

40. The metadata file structure of claim 31 wherein the first and second set of n identifiers are established and administered by the system.

41. The metadata file structure of claim 31 wherein the first and second set of n identifiers are stored in the space allocation map for each physical volume.

42. The metadata file structure of claim 31 wherein the first and second set of n identifiers enable the system to recognize whether a complete set of copies is on line.

43. The metadata file structure of claim 31 wherein the first and second set of n identifiers are modified in all the disks that remain operational when a failure is detected by setting the bit off for the disk that is down.

44. The metadata file structure of claim 43 wherein the modified first and second set of n identifiers are copied to all of the disks that remain operational.

45. The metadata file structure of claim 31 wherein cascading failures are treated sequentially such that the updating of the first and second set of n identifiers is reinitiated if an additional disk becomes unavailable while the first and second set of n identifiers are being updated.

46. The metadata file structure of claim 31 wherein the first and second set of n identifiers indicate that a copy is current if each first and second set of n identifiers stored on the disks are equal and complete.

47. The metadata file structure of claim 46 wherein each first and second set of n identifiers are equal if each of the first and second set of n identifiers have the same information and each and second set of n identifiers are complete if every copy is represented in each of the first and second set of n identifiers.

48. The metadata file structure of claim 31 wherein the first and second set of n identifiers are modified when a write operation occurs following a failure.

49. A program storage device, readable by a computer, tangibly embodying one or more programs of instructions executable by the computer to perform method steps for managing mirrored disk drives containing redundant copies of data, the method comprising the steps of:
   establishing a cohort set on each of the mirrored disk drives representing a status of the copies stored on the mirrored disk drives, the cohort set containing membership information for redundant copies of data units stored in the plurality of mirrored disk drives,
   the membership information comprising a data structure of 2n status bits for identifying which disks contain current copies of the data units, where n is the number of disks in the system, wherein the first n bits indicate an intention to update the membership information for the copies and the second n bits indicate a current state of the membership information; and
   updating the contents of the cohort sets when a disk drive failure has been detected to reflect unavailability of the copy of data on the failed disk drive.

50. The program storage device of claim 49 further comprising the steps of:
   repairing the copy of data on the failed disk drive when the failed disk drive is brought up; and
   revising the cohort sets when the repair is complete to reflect availability of the repaired disk drive.

51. The program storage device of claim 49 further comprising the steps of:
   writing the first n bits to identify an intention to update the membership information for the copies in a first phase; and
   updating the second n bits to indicate the current state of the membership information and clearing the first n bits in a second phase.

52. The program storage device of claim 49 wherein the step of updating the cohort set is performed every time a failure is detected and every time a repair is completed.

53. The program storage device of claim 49 wherein the step of updating the membership information further comprises the step of modifying the membership information of all disks that remain operational when a failure is detected.

54. The program storage device of claim 53 wherein the step of modifying the membership information of all disks that remain operational further comprises the step setting a bit off for a disk that is not operational.

55. The program storage device of claim 53 wherein the modified membership information is copied to all of the disks that remain operational.

56. A memory for storing data for managing mirrored disk drives containing redundant copies of data, comprising:
   a data structure stored in a memory of each of the mirrored disk drives, each of the data structure including a first and second set of n identifiers, wherein n is the number of mirrored disk drives and each identifier represents a mirrored disk drive, the first set of n identifiers indicating disk drives to be updated and the second set of identifiers indicating what disk drives contain current copies.

57. The memory of claim 56 wherein an identifier is set to an on indication when the disk is available and to an off indication when the disk is not available.

58. The memory of claim 56 wherein the first and second set of n identifiers represents the set of copies that participated in the last write involving the copy.

59. The memory of claim 56 wherein the first and second set of n identifiers represent membership information for redundant copies of data units stored in the plurality of mirrored disk drives.

60. The memory of claim 56 further comprising log(n) additional identifiers for identifying each mirrored disk.

61. The memory of claim 56 wherein the first and second set of n identifiers represent the known current disks, the first and second set of n identifiers being modified every time a failure is detected and every time a repair is completed.

62. The memory of claim 56 wherein each mirrored disk is associated with an identifier in each of the first and second set of n identifiers.

63. The memory of claim 62 wherein an identifier is set to an on indication when the disk is available and to an off indication when the disk is not available.

64. The memory of claim 56 wherein the data units comprises a unit of storage.

65. The memory of claim 56 wherein the first and second set of n identifiers are established and administered by the system.

66. The memory of claim 56 wherein the first and second set of n identifiers are stored in the space allocation map for each physical volume.
67. The memory of claim 56 wherein the first and second set of n identifiers enable the system to recognize whether a complete set of copies is on line.

68. The memory of claim 56 wherein the first and second set of n identifiers are modified in all the disks that remain operational when a failure is detected by setting the bit off for the disk that is down.

69. The memory of claim 68 wherein the modified first and second set of n identifiers are copied to all of the disks that remain operational.

70. The memory of claim 56 wherein cascading failures are treated sequentially such that the updating of the first and second set of n identifiers is reinitiated if an additional disk becomes unavailable while the first and second set of n identifiers are being updated.

71. The memory of claim 56 wherein the first and second set of n identifiers indicate that a copy is current if each first and second set of n identifiers stored on the disks are equal and complete.

72. The memory of claim 71 wherein each first and second set of n identifiers is equal if each of the first and second set of n identifiers have the same information and each of the first and second set of n identifiers are complete if every copy is represented in each of the first and second set of n identifiers.

73. The memory of claim 66 wherein the first and second set of n identifiers are modified when a write operation occurs following a failure.

* * * * *