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FIG. 2. An example of the graphical display of Markov features. This graph shows a “local map” for the gene
SVS1. The width (and color) of edges corresponds to the computed con!dence level. An edge is directed if there is a
suf!ciently high con!dence in the order between the genes connected by the edge. This local map shows that CLN2
separates SVS1 from several other genes. Although there is a strong connection between CLN2 to all these genes,
there are no other edges connecting them. This indicates that, with high con!dence, these genes are conditionally
independent given the expression level of CLN2.

4.1. Robustness analysis

We performed a number of tests to analyze the statistical signi!cance and robustness of our procedure.
Some of these tests were carried out on a smaller data set with 250 genes for computational reasons.

To test the credibility of our con!dence assessment, we created a random data set by randomly permuting
the order of the experiments independently for each gene. Thus for each gene the order was random, but
the composition of the series remained unchanged. In such a data set, genes are independent of each other,
and thus we do not expect to !nd “real” features. As expected, both order and Markov relations in the
random data set have signi!cantly lower con!dence. We compare the distribution of con!dence estimates
between the original data set and the randomized set in Figure 3. Clearly, the distribution of con!dence
estimates in the original data set have a longer and heavier tail in the high con!dence region. In the
linear-Gaussian model we see that random data does not generate any feature with con!dence above 0.3.
The multinomial model is more expressive and thus susceptible to over-!tting. For this model, we see a
smaller gap between the two distributions. Nonetheless, randomized data does not generate any feature
with con!dence above 0.8, which leads us to believe that most features that are learned in the original data
set with such con!dence are not artifacts of the bootstrap estimation.


