SYSTEM AND METHOD FOR USING A MAPPING BETWEEN CLIENT ADDRESSES AND ADDRESSES OF CACHES TO SUPPORT CONTENT DELIVERY

Inventors: Jose J. Garcia-Luna-Aceves, San Mateo, CA (US); Bradley R. Smith, Santa Cruz, CA (US)

Assignee: Adara Networks Inc., San Jose, CA (US)

Notice: Subject to any disclaimer, the term of this patent is extended or adjusted under 35 U.S.C. 154(b) by 0 days. This patent is subject to a terminal disclaimer.

Filed: Apr. 26, 2001

Prior Publication Data
US 2009/0013083 A9 Jan. 8, 2009

Related U.S. Application Data
Provisional application No. 60/200,404, filed on Apr. 28, 2000, provisional application No. 60/200,401, filed on Apr. 28, 2000, provisional application No. 60/200,511, filed on Apr. 28, 2000, provisional application No. 60/200,402, filed on Apr. 28, 2000, provisional application No. 60/200,403, filed on Apr. 28, 2000.

Int. Cl.
G06F 15/16 (2006.01)
G06F 15/173 (2006.01)

U.S. Cl. ................. 709/245; 709/238; 709/217; 709/219

ABSTRACT

Various information object repository selection procedures for determining which of a number of information object repositories should service a request for the information object include a direct cache selection process, a redirect cache selection process, a remote DNS cache selection process, or a local DNS cache selection process. Different combinations of these procedures may also be used. For example, different combination may be used depending on the type of content being requested. The direct cache selection process may be used for information objects that will be immediately loaded without user action, while any of the redirect cache selection process, the remote DNS cache selection process and/or the local DNS cache selection process may be used for information objects that will be loaded only after some user action.
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FIELD OF THE INVENTION

The present invention relates to a system and method for the discovery of information objects and servers storing information objects distributed over computer networks. More particularly, the present invention provides a system and method for using a mapping between client addresses and addresses of caches to support content delivery.

BACKGROUND

An internetwork is a collection of computer networks interconnected by nodes, each such node may be a general-purpose computer or a specialized device, such as a router. As such, an internetwork is often called a network of networks. The purpose of building an internetwork is to provide information services to end nodes; each end node may be a general-purpose computer or a specialized device, such as a camera or a display. The Internet is an internetwork in which information is organized into packets to be distributed on a store-and-forward manner from source to destination end nodes, and in which routers and end nodes use the Internet Protocol (IP) to communicate such packets.

The World Wide Web (also known as WWW or Web) has become an essential information service in the Internet. The Web constitutes a system for accessing linked information objects stored in end nodes (host computers) all over the Internet. Berners-Lee wrote the original proposal for a Web of linked information objects (T. Berners-Lee, “Information Management: A Proposal,” CERN Document, March 1989). The Web consists of a vast collection of information objects organized as pages, and each page may contain links to other pages or, more generally, information objects with which content is rendered as audio, video, images, text or data. Pages are viewed by an end user with a program called a browser (e.g., Netscape Navigator). The Web browser runs in an end system at the user premises. The client (Web browser) obtains the required information objects from a server (Web server) using a request-response dialogue as part of the Hypertext Transfer Protocol (HTTP). Information objects are identified by means of names that are unique throughout the Internet; these names are called Uniform Resource Locators or URLs. A URL consists of three components: the protocol or scheme to be used for accessing the object (e.g., http), the name (a DNS name) of the host on which the object is located, and a local identifier that is unique in the specified host.

Like any large-scale system, the Web requires the use of mechanisms for scaling and reliability. More specifically, as the number of information objects that can be obtained through the Web increases, people find it more difficult to locate the specific information objects they need. Furthermore, as the number of Web users and servers increase, the sites or servers that store the requested information objects may be very far from the users requesting the objects, which leads to long latencies in the access and delivery of information, or the servers storing the information objects may be overwhelmed with the number of requests for popular information objects.

It was clear soon after the birth of the Web that the simple client-server architecture underlying the Web protocols would not scale to the number of clients and servers and volume of traffic the popularity of the Web would be demanding very soon. To address this impending crisis research efforts were started, that continue today, to develop solutions to this scaling problem based on the cache model used in other areas of computer science. In general, the results of these efforts have taken the form of caching proxy servers that intercept Web requests destined for Web servers in the Internet, and attempt to service these requests from a cache of objects retrieved for previous requests. In the event of a cache miss the origin server is contacted, the content loaded to the cache, and the client’s request is then satisfied. As with all cache-based systems the goal of these solutions is to replace many expensive, slow data fetches with one expensive, slow fetch and many fast, cheap ones. As will be reviewed below, this effort, while regularly facing new challenges and dilemmas, has generally made steady progress towards providing a solution to the problem of the access and delivery of Web content that can scale to the global reach now envisioned for the Web.

To enable the Web to scale to support large and rapidly increasing numbers of users and a vast and growing collection of information objects, the information objects in the Web must be stored distributedly at multiple servers, in a way that users can retrieve the information objects they need quickly and without overwhelming any one of the servers storing the objects. Accordingly, distributing information objects among multiple sites is necessary for the Web to scale and be reliable. The schemes used to accomplish this are called Web caching schemes. In a Web caching scheme, one or multiple Web caches or proxy Web servers (information object repositories, which term can also encompass origin content servers) are used in computer networks and the Internet to permit multiple
host computers (clients) to access a set of information objects from sites other than the sites from which the content (information objects or just objects) are provided originally. Web caching schemes support discovering the sites where information objects are stored, distributing information objects among the Web caches, and retrieving information objects from a given Web cache. The many proposals and implementations to date differ on the specific mechanisms used to support each of these services.

Reflecting the growing importance of the Web as an infrastructure technology, a Web caching industry has appeared and prospered in recent years. Initially the products of this industry were caching proxy servers for use by organizations connected to the Internet that wanted to both reduce the utilization of their expensive ISP services, and to improve the Web browsing experiences of their users. More recently, however, a new segment of this industry has evolved that serves the needs of the Web server providers. These services, typically called Web content delivery services, involve the hosting of Web content for a fee. These services allow Web server providers to deploy content whose popularity attracts larger audiences than can be supported by their existing Web server infrastructure without having to perform the expensive upgrades to their server and network infrastructure that would otherwise be required. This has proven to be a lucrative segment of the Web caching industry and has changed a number of fundamental assumptions made by previous research in developing Web caching solutions.

The traditional approach to Web caching, called client-directed Web caching here, has made the fundamental assumption that Web caching was done by, and for the benefit of Web users. As a result, the designs of Web caching solutions developed to date have been based on a number of concrete assumptions, such as the following:

1. The cache server used by a client is configured statically or quasi-statically;
2. The caching infrastructure is owned and deployed by many organizations and therefore must inter-operate over the open Internet; and
3. The number of URLs served is unknown.

In contrast, the assumptions that can be made by these new Web caching services, called server-directed Web caching here, are significantly less restrictive, such as the following:

1. The cache used by a client is determined dynamically;
2. The caching infrastructure is owned and deployed by one entity, and can have non-standard components; and
3. The number of URLs served is known.

It seems clear that these new assumptions provide significant new latitude in the design of a Web caching service that may allow for significantly more efficient solutions than those developed based on the more restrictive assumptions underlying the previous client-directed solutions.

Web caching proxies intercept Web requests destined for Web servers in the Internet (thus the name “proxy”), and attempt to service these requests from a cache of objects retrieved for previous requests (thus the name “caching”). In the event of a cache miss the origin server is contacted, the content loaded to the cache, and the client’s request is then satisfied. These early efforts involved stand-alone caches (Ari Luotonen, Henrik Frystyk Nielsen, and Tim Berbers-Lee. Cern http://www/www3/org/Daemon, July 1996), whose only source of content on a cache miss was the original content server. While somewhat effective at lightening the load on Web servers and the network infrastructure, it quickly became clear that standalone caches presented a new dilemma: while the hit rate experienced by a cache improves as the number of clients using the cache grows, so does the cache server’s load. The effectiveness of web caches at reducing server and network load was limited by the compute and I/O power of the cache servers. While the power of these servers was growing, it was not growing as fast as the volume of Web traffic. Therefore it was clear that, while standalone Web caches might delay the day of reckoning, they would not be able to eliminate it.

On realizing this the 1995/96 time-frame, researchers began working on solutions to allow multiple Web caches to cooperate in serving a larger set of clients. It was hoped that the ability to support a large and scalable set of clients would provide a long-term solution to Web server and network overload.

Many methods exist in the prior art for determining the server, cache, mirror server, or proxy from which information objects should be retrieved. The prior art dates to the development of the ARPANET in the 1970s and the study and implementation of methods to solve the file allocation problem (FAP) for databases distributed over the ARPANET and computer networks in general.


Another example of this prior art is the method described by Chiu, Raghavendra and Ng (G. Chiu, C. S. Raghavendra, and S. M. Ng, “Resource Allocation with Load Balancing Consideration in Distributed Computing Systems,” Proc. IEEE INFOCOM 89, Ottawa, Ontario, Canada, April 1989, pp. 758-765). According to this method, several identical copies of the same resource (e.g., a file, an information object) are allocated over a number of processing sites (e.g., a mirror server, a cache) of a distributed computing system. The method attempts to minimize the cost incurred in replicating the resource at the processing sites and retrieving the resource by users of the system from the processing sites.

Several different approaches exist in the prior art for discovering information objects in Web caching schemes. Recent work has addressed the same resource allocation and discovery problems within the context of Internet services. Guyton and Schwartz (J. D. Guyton and M. F. Schwartz, “Locating Nearby Copies of Replicated Internet Servers,” Technical Report CU-CS-762-95, Department of Computer Science, University of Colorado-Boulder, February 1995; Proc. ACM SIGCOMM 95 Conference, Cambridge, Mass., August 1995, pp. 288-298) describe and analyze server location techniques for replicated Internet services, such as Network Time Protocol (NTP) servers and Web caches. Guyton and Schwartz propose gathering location data with router support in two ways. In one method, routers advertise the existence or absence of replicated servers as part of their normal routing exchanges involving network topological information. Routers examine a distance metric for the advertised servers in a way that each router retains knowledge of at
least the nearest servers. In this way, each router in an inter-
networK has enough knowledge to direct client requests to the
nearest servers, without necessarily having to maintain
knowledge of all the servers in the internetwork. In another
method, servers poll routers for the content of their routing
tables. Gupt and Schwartz also describe a method for gath-
ering location data using routing probes without router sup-
port by means of measurement servers. According to this
method, measurement servers explore the routes to the repli-
cated servers providing services and content to clients. When a
client asks a measurement server for a list of nearby servers
from which to request a service, the measurement server takes
into account the route back to the client in deciding the list of
servers that appear closer to the client.

One approach to object discovery consists in organizing
Web caches hierarchically. In a hierarchical Web cache archi-
tecture, a parent-child relationship is established among
caches; each cache in the hierarchy is shared by a group of
clients or a set of children caches. A request for an informa-
tion object from a client is processed at a lowest-level cache,
which either has a copy of the requested object, or asks each
of its siblings in the hierarchy for the object and forwards the
request to its parent cache if no sibling has a copy of the
object. The process continues up the hierarchy, until a copy of
the object is located at a cache or the root of the hierarchy is
reached, which consists of the servers with the original copy
of the object.

One of the earliest examples of hierarchical Web caching
was the Discover system (A. Duda and M. A. Sheldon, “Con-
tent Routing in Networks of WAIIS Servers,” Proc. IEEE 14th
International Conference on Distributed Computing Sys-
tems,” June 1994; M. A. Sheldon, A. Duda, R. Weiss, J. W.
O’Toole, Jr., and D. K. Gifford, “A Content Routing System for
Distributed Information Servers,” Proc. Fourth International
Conference on Extending Database Technology, March 1994),
which provides associative access to servers; the user guides
the refinement of requests.

Harvest (A. Chankitnthod, P. Danzng, C. Neerdaels, M.
Schwartz, and K. Worrill, “A Hierarchical Internet Object
Cache,” Proc. USENIX Technical Conference 96, San Diego,
Calif., January 1996) and Squid (D. Wessels, “Squid Internet
Object Cache,” http://www.squid.org, August 1998) are two of
the best known hierarchical Web cache architectures. Har-
vest and Squid configure Web caches into a static hierarchical
structure in which a Web cache has a static set of siblings and
a parent. The Internet Caching Protocol or ICP (D. Wessels
RFC 2186, September 1997) is used among Web caches to
request information objects.

In the Harvest hierarchies, siblings and parents are config-
ured manually in Web caches or proxies; this is very limiting
and error prone, because reconfiguration must occur when a

cache enters or leaves the system. A more general limitation
of hierarchical Web caching based on static hierarchies is that
the delays incurred in routing requests for information objects
can become excessive in a large-scale system, and the latency
of retrieving the information object from the cache with a
copy of the object can be long, because there is no correlation
between the routing of the request to a given cache in the
hierarchy and the network delay from that cache to the
requesting client. Furthermore, some Web caches may be
overloaded with requests while others may be underutilized,
even if they store the same objects.

In the WebWave protocol (A. Heddaya and S. Mirdad,
“WebWave: Globally Load Balanced Fully Distributed Cach-
ing of Hot Published Documents,” Technical Report BU-CS
96-024, Boston University, Computer Science Department,
October 1996; A. Heddaya and S. Mirdad, “WebWave: Glo-
bally Load Balanced Fully Distributed Caching of Hot Pub-
lished Documents,” Proc. IEEE 17th International Confer-
ence on Distributed Computing Systems, Baltimore, Md.,
May 1997) Web caches are organized as a tree rooted at the
server that provides the original copy of an object or a family
of information objects; the leaves of the tree are the clients
requesting the information objects, and the rest of the nodes in
the tree are Web caches. The objective of the protocol is to
achieve load balancing among Web caches; each Web cache
in such a tree maintains a measurement of the load at its parent
and children in the tree, and services or forwards the request
to its parent automatically based on the load information. This
approach reduces the possibility of overloading Web caches
as in the Harvest approach to hierarchical Web caching; how-
ever, delays are still incurred in the propagation of Requests
from heavily loaded Web caches to their ancestors in the Web
hierarchy.

Hash routing protocols (K. W. Ross, “Hash Routing for
Collections of Shared Web Caches,” IEEE Network, Vol. 11,
No. 6, November 1997, pp. 37-44) constitute another
approach to support object discovery in shared caches. Hash
routing protocols are based on a deterministic hashing
approach for mapping an information object to a unique


cache (D. G. Thaler and C. V. Ravishankar, “Using Name-
Based Mappings To Increase Hit,” IEEE/ACM Trans.
Networking, 1998; V. Valoppilil and J. Cohen,“Hierarchical
net/Cache/I P draft-vindol-icp-traffic-dist-00.txt) to distrib-
ute the information objects (universal resource locator or
URL in the case of the Web) among a number of caches; the
end result is the creation of a single logical cache distributed
over many physical caches. An important characteristics of
this scheme is that information objects are not replicated
among the cache sites. The hash function can be stored at the
clients or the cache sites. The hash space is partitioned among
the N cache sites, when a client requires access to an infor-
mation object o, the value of the hash function for o, h(o), is

calculated at the client or at a cache site (in the latter case the


cache would be configured at the client, for example). The
value of h(o) is the address of the cache site to contact in order
to access the information object o.

The Cache Resolver is another recent approach to hierar-
chical Web caching (D. Karger, E. Lehman, T. Leighton,
M. Levine, D. Lewin, and R. Panigrahy, “Consistent Hashing
and Random Trees: Distributed Caching Protocols for Reliev-
ing Hot Spots on the World Wide Web,” Proc. 29th ACM Sym-
poum on Theory of Computing (STOC 97), El Paso, Tex.,
1997; D. Karger, Sherman, A. Berkheimer, B. Bogstad, R.
Dhamdina, K. Iwamoto, B. Kim, L. Matkins, and Y.
8th International World Wide Web Conference, Toronto,
Canada, May 1999). This approach combines hierarchical
Web caching with hashing and consists of two main tools,
random cache trees and consistent hashing. A tree of Web
caches is defined for each information object. When a
browser (client) requires an information object, it picks a leaf
of the tree and submits a request containing its identifier, the
identifier of the object, the sequence of caches through which
the request is to be routed if needed. A Web cache receiving
a request it determines if it has a local copy of the page and
responds to the request if it does; otherwise, it forwards the
request to the next Web cache in the path included in the
request. A Web cache starts maintaining a local copy of an
information object when the number of requests it receives
for the object reaches a predefined number. A client selects a
Web cache by means of consistent hashing, which dissemi-
nates requests to leaves of the Web caching hierarchy evenly but, unlike traditional hashing techniques, need not redistribute an updated hash table every time a change occurs in the caching hierarchy (e.g., a new Web cache joins or a Web cache fails). Because caching is difficult to implement or add to existing Web browsers, the Cache Resolver approach implements the hashing in DNS (Internet Domain Name Service) servers modified to fit this purpose. The remaining limitations with this approach stem from the continuing use of a hierarchy of Web caches and the need to implement a hashing function in either Web clients or DNS servers. Routing a request through multiple Web Caches can incur substantial delays for clients to retrieve information objects that are not popular among other clients assigned to the same Web cache by the hashing function. Additional delays, even if small, are incurred at the DNS server that has to provide the address of the Web cache that the client should access. Furthermore, the DNS servers supporting the consistent hashing function must receive information about the loading of all the Web caches in the entire system, or at least a region of the system, in order to make accurate load-balancing decisions.

This DNS-based approach, without the use of hierarchies of Web caches, is advocated in the Akamai CDN solution (F. T. Leighton and D. M. Levin, “Global Hosting System,” U.S. Pat. No. 6,108,703, Aug. 22, 2000). The “global hosting system” advocated by Akamai assumes that a content provider services an HTML document in which special URLs specifying a domain name specific to Akamai. When the client needs to obtain the IP address of the Web cache hosting the content specified in the special URL, the client first contacts its local DNS. The local DNS is pointed to a “top-level” DNS server that points the local DNS to a regional DNS server that appears close to the local DNS. The regional DNS server uses a hashing function to resolve the domain name in the special URL into the address of a Web cache (hosting server) in its region, which is referred to as the target Web cache in the present application, in a way that the load among Web caches in the region is balanced. The local DNS passes the address of the Web cache to the client, which in turn sends its request for the information object to that Web cache. If the object resides in the target Web cache, the cache sends the object to the client; otherwise, the object is retrieved from the original content source.

The global hosting system advocated by Akamai was intended to address problems associated with traditional load-balanced mirroring solutions in which a load balancer or a hierarchy of load balancers redirect requests to one of a few hosting sites to balance the load among such sites. Companies such as Cisco Systems of Santa Clara, Calif., F5 Networks, Inc. of Seattle, Wash., Resonate, Inc. of Sunnyvale, Calif., Nortel Networks of Brampton, Ontario, and Foundry Networks, Inc. of San Jose, Calif. currently provide examples of load-balanced solutions. The limitations of the global hosting system are inherent to the fact that the approach is, in essence, a DNS-based load-balanced mirroring solution. The global hosting system selects a target Web cache based entirely on the region that appears to favor the local DNS, which need not favor the client itself, and balances the load among Web caches without taking into account the latency between the Web caches and the clients. In the case of a cache miss, the information object has to be retrieved from the original content source, which means that latencies in the delivery of content can vary widely, unless the content is mirrored in all the caches of all regions.

In summary, while these hierarchies and hash-based solutions provide a significant improvement in effectiveness over their stand-alone predecessors, they give rise to the following new dilemma: while increasing cache hit rates, and, thereby increasing the server and network load, these solutions tend to increase the request latency seen by a Web client. Hierarchies increase the average number cache hops needed to reach an object, while hashing is insensitive to the distance between a client and the cache site it selects, which also increases the average number of hops needed to reach an object.

Another alternative approach to hierarchical web caching and hash routing protocols consists of forwarding client requests for URL’s using routing tables that are very similar to the routing tables used today for the routing of IP packets in the Internet (L. Zhang, S. Michel, S. Floyd, and V. Jacobson, “Adaptive Web Caching: Towards a New Global Caching Architecture,” Proc. Third International WWW Caching Workshop, Manchester, England, June 1998, B. S. Michel, K. Nikoloudakis, P. Reiher, and L. Zhang, “URL Forwarding and Compression in Adaptive Web Caching,” Proc. IEEE Infocom 2000, Tel Aviv, Israel, April 2000). According to this approach, which is referred to as “URL request forwarding” herein, Web caches maintain a “URL request routing table” and use it to decide how to forward URL requests to another Web cache when requested information objects are not found locally. The keys of the URL request routing tables are URL prefixes, which are associated with one or more identifiers to the next-hop Web caches or cache groups, and a metric reflecting the average delay to retrieve a request from a matching URL.

In this approach, an entry in the URL request routing table specifies a URL prefix and the next-hop Web cache towards an area or neighborhood of Web caches where the objects resides. Ideally, a Web cache needs to know where a copy of a given object resides; however, because of the large number of objects (identified by URL’s) that can be requested in a system, the URL request forwarding approach requires Web caches to be organized into areas or neighborhoods. All Web caches within the same area know the objects available in every other Web cache in the same area. In addition, for those objects that are not found in the area of a Web cache, the Web cache also maintains the next-hop Web cache towards the area in which a Web cache with the content resides.

Unfortunately, this approach has several scaling and performance limitations. First, requiring each Web cache to know all the Web caches where each object in the area resides incurs a large overhead, which is akin to the overhead of a traditional topology-broadcast protocol for IP routing, with the added disadvantage that the number of objects that can reside in an area can be much larger than the number of IP address ranges maintained in backbone routers of the Internet. Second, because Web caches only know about the next hop towards a URL that does not reside in a region, a request for an object that lies outside the area of a Web cache may traverse multiple Web-cache hops before reaching a Web cache in the area where an object is stored. This introduces additional latencies akin to those incurred in the caching hierarchies proposed in other schemes discussed above. Third, it is difficult to modify Web caches in practice to implement the mechanisms proposed for the forwarding of URL requests.

a hierarchical Web caching architecture. According to this
scheme, a Web cache maintains or has access to a local hint
cache that maintains a mapping of an object to the identifier
of another Web cache that has a copy of the object and is
closest to the local hint cache. Web caches at the first level of
the hierarchy maintain copies of information objects, while Web
caches at higher levels only maintain hints to the objects.
Hints are propagated along the hierarchy topology from the
Web caches lower in the hierarchy to Web caches higher in the
hierarchy. Furthermore, a Web cache with a copy of an object
does not propagate a hint for the object. The limitation with
this approach is that a Web caching hierarchy must still be
established, which needs to be done manually in the absence
of an automated method to establish the hierarchy, and the
Web caching hierarchy must match the locality of reference
by clients to reduce control overhead.

Another approach to reducing the latencies incurred with
such cache hierarchies consists of replacing the cache hierarchy
with a directory (centralized or hierarchical) containing
information about the objects kept at every cache. (Li Fan, Pet
Cao, Jussara Almeida, and Andrei Z. Broder, “Summary cache: A
scalable wide-area web cache sharing protocol,” in Proceedings
c.edu/cac/papers/summarycache.html; Syam Gadde,
Michael Rabinovich, and Jeff Chase, “Reduce, reuse, recycle:
An approach to building large internet caches,” in Proceedings
6th Workshop on Hot Topics in Operating Systems, May
1997, Alex Rousskov and Duane Wessels, “Cache digest,” in
Proceedings 3rd International WWW Caching Workshop,
htmL, Renu Tewari, Michael Dahlin, Harrick M. Vin, and
Jonathan S. Kay, “Design considerations for distributed caching
on the internet,” Technical report, Department of Computer
Sciences, University of Texas Austin, October 1998,
http://www.cs.utexas.edu/users/UTCS/techreports/.) This
directory is then used by a cache on a miss to determine the
closest cache holding the desired content. The limitations of
this directory-based approach is that the directory site(s)
must receive information about all the caches in the system.

A number of proposals exist to expedite the dissemination
of information objects using what is called “push distribution”
and exemplified by Backweb, Marimba and Pointcast
(“BackWeb: http://www.backweb.com/”; “Marimba:
pointcast.com/”). According to this approach, a Web server pushes
the most recent version of a document or information object to
group of subscribers. The popular Internet browsers,
Netscape and Internet Explorer, use a unicast approach in
which the client receives the requested object directly from
the originating source or a cache. As the number of subscribers
of a document or information object increases, the unicast
approach becomes inefficient because of processing overhead
at servers and proxies and traffic overhead in the network. The
obvious approach to make push distribution scale with the
number of subscribers consists of using multicast technology.
According to this approach (P. Rodriguez and E. W. Briesack,
“Continuous Multicast Push of Web Documents Over The
Internet,” IEEE Network Magazine, Vol. 12, No. 2, pp. 18-31,
1998), a document is multicasted continuously and reliably
within a multicast group. A multicast group is defined for a
given Web document and subscribers join the multicast group
of the Web document they need to start receiving the updates
to the document. A multicast group consist of the set of group
defines that should receive information sent to the group by
one or multiple sources of the multicast group. The main
shortcoming of this particular approach to push distribution
are the following:

(1) the portion of the Internet where subscribers are must
support multicast routing distribution; and
(2) a multicast address and group must be used for each
Web document that is to be pushed to subscribers, which
becomes difficult to manage as the number of documents
to be pushed increases.

Furthermore, Rodriguez, Biersack, and Ross (P. Rod-
iguez, E. W. Biersack, and K. W. Ross, “Improving the
WWW: Caching or Multicast?,” Institut EURECOM 2229,
Route Computer Networks and ISDN Systems, pp. 1-17
(Mar, 30, 1998) have shown that multicasting Web documents
is an attractive alternative to hierarchical Web caching only
when the documents are pushed are very popular, caching
distribution incurs less latency.

Kenner and Karush (B. Kenner and A. Karush, “System
and Method for Optimized Storage and Retrieval of Data on
a Distributed Computer Network,” U.S. Pat. No. 6,003,030,
Dec. 14, 1999) propose a method for expediting the delivery
of information objects to end users. In this method, the end
user site is equipped with special software in addition to the
Web browser. This software consists of a configuration utility,
and a client program. The configuration utility is used to
download a delivery site file specifying a list of the delivery
sites (Web caches or originating Web servers) from which
the information objects can be retrieved and a suite of tests that
can be run to determine which delivery site to contact. The
limitations with this approach stem from the fact that it is not
transparent to end user sites. In particular, the end user site
needs to run additional software; performance tests must be
conducted from the end-user site to one or more delivery sites
to decide which site to use; and when changes occur to the
delivery sites, a new version of the delivery site file must be
retrieved by the end-user site, or new performance tests must
be conducted.

Another approach to helping select servers in a computer
network (Z. Fei, S. Bhattacharjee, E. W. Zegura, and M. H.
Ammar, “A Novel Server Selection Technique for Improving
Infocom 98, March 1998, pp. 783-791) consists of broadcasting
an object loading information after a certain load threshold
or time period is exceeded. The limitation of this approach is
that, just as with topology-broadcast protocols used for routing
in computer networks, the scheme incurs substantial overhead
as the number of servers increases.

Another recent approach to directing clients to hosting
sites with requested information objects or services is the
replica routing approach proposed by Sighpath, Inc. (D. K.
Gifford, “Replica Routing,” U.S. Pat. No. 6,052,718, Apr. 18,
2000). According to the Replica Routing approach, an
information object or service is replicated in a number of replica
servers. The replica routing system redirects a client request-
ing the information object or service to a “nearby” replica of
the object or service. In one approach, all replica routers know
the replication advertisements from each of the replica servers
in the system, which summarize information about their location
and observations about the local internetwork topology
and performance. Using this flooding of advertisements, a
replica router discerns which replica server appears nearby
any one client. However, requiring each replica router to
receive the advertisements from every other replica server
becomes impractical as the number of replica servers and
replica routers increases.

To remedy this problem, replica routers are organized into
a hierarchy, and replica advertisements are propagated only
part way up such router hierarchy. A client request is routed
to the root of the hierarchy and from there is forwarded down
the hierarchy, until it reaches a replica router with enough knowl-
edge about the replica’s internetwork location to make an informed redirection decision. This approach has similar performance and scaling limitations as the prior approaches summarized above based on hierarchies of Web caches, flooding of information among caches or servers, and forwarding of requests over multiple hops.

Another recent approach to directing clients to hosting sites with requested information objects or services is the enhanced network services method by Phillips, Li, and Katz (S. G. Phillips, A. J. Li, and D. M. Katz, “Enhanced Network Services Using a Subnetwork of Communicating Processors,” U.S. Pat. No. 6,182,224, Jan. 30, 2001). Insofar as directing clients to servers, the enhanced network services method is very similar to the gathering of location data with router support advocated by Guyton and Schwartz described previously. As in the Guyton and Schwartz’s approach, routers using the enhanced network services approach gather network topological data and also include as part of their normal routing exchanges information about the hosts that can provide content and services to clients; routers can then rank the hosts according to their relative distance in the network. In addition to data regarding hosts that can provide services, routers in the enhanced network services approach can include their normal routing exchanges host information regarding logged-in users and willingness to pay for performing a designated service. In contrast to the proposal by Guyton and Schwartz, the enhanced network services approach does not attempt to limit the amount of network topological information that routers need to exchange in order to direct clients to best qualified servers. This approach has, therefore, similar performance and scaling limitations as the prior approaches summarized above based on flooding of information among caches or servers, and forwarding of requests over multiple hops.

SUMMARY OF THE INVENTION

In one embodiment, a request for an information object is received from a client; and it is subsequently determined, according to an information object repository selection procedure, which of a number of information object repositories should service the request for the information object. Such determination is made without regard to whether the information object is actually stored at the information object repository selected according to the selection procedure. The information object repository selection procedure involves mapping an address of the client to an address of the selected information object repository. The mapping is made according to specified performance metrics, which may be one or more of: average delay from the information object repository to the client, average processing delays at the information object repository, reliability of a path from the information object repository to the client, available bandwidth in said path, and loads on the information object repository.

In most cases, the address of the information object repository is selected from a number of addresses of information object repositories. Because the selection of the information object repository is made without regard as to whether or not that information object repository actually contains a copy of the requested information object, sometimes the selected information object repository will need to be instructed to obtain a copy of the information object.

Determining which of the number of information object repositories should service the request for the information object may involve using one or more of the following: a direct cache selection process, a redirect cache selection process, a remote DNS cache selection process, or a local DNS cache selection process.

In the direct cache selection procedure, a Web server which received the request from the client, contacts a Web router to obtain an address of a topologically close information object repository to the requesting client. In response, the Web server then returns a URL which contains the address of the topologically close information object repository to the client.

In the redirect cache selection process, the Web server that received the request from the client contacts a Web router to obtain an address of a redirecting Web router that will service the request. After obtaining this address, the Web server returns a URL which contains the address of the redirecting Web router to the client. The client subsequently contacts the redirecting Web router at the address contained in the URL with the request for the information object. The redirecting Web router then redirects the client (e.g., via an http redirect) to a topologically close information object repository which will service the request for the information object.

In the remote DNS cache selection process the Web server which received the request form the client returns a statically configured domain name of a redirector DNS server. The redirector DNS server resolves this domain name to produce a resolved domain name, which is provided to a Web router. In response, the Web router returns an address of a topologically close information object repository for the client, and the redirector DNS server then provides the address of the topologically close information object repository to the client.

In the local DNS cache selection process the Web server which received the request from the client provides a URL containing a statically configured domain name, and a local DNS server then gives the statically configured domain name to a Web router. In turn, the Web router provides an address of a topologically close information object repository, which the DNS server, then provides to the client.

Of course, various combinations of these procedures may be made. For example different combination may be used depending on the type of content being requested. The direct cache selection process may be used for information objects that will be immediately loaded without user action, while any of the redirect cache selection process, the remote DNS cache selection process and/or the local DNS cache selection process may be used for information objects that will be loaded only after some user action.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention is illustrated by way of example, and not limitation, in the figures of the accompanying drawings in which:

FIG. 1 illustrates a conventional internetwork, such as the Internet;

FIG. 2 illustrates a network having a virtual topology of Web routers configured in accordance with an embodiment of the present invention;

FIG. 3A is a flowchart of the direct cache selection mechanism according to one embodiment of the present invention;

FIG. 3B is a flowchart of the direct cache selection mechanism as performed by a Web server according to one embodiment of the present invention;

FIG. 3C is a flowchart of the direct cache selection mechanism as performed by a Web router according to one embodiment of the present invention;
FIG. 4A is a flow diagram of the redirect cache selection mechanism according to one embodiment of the present invention;

FIG. 4B is a flowchart of the redirect cache selection mechanism as performed by a Web server according to one embodiment of the present invention;

FIG. 4C is a flowchart of the redirect cache selection mechanism as performed by a Web router according to one embodiment of the present invention;

FIG. 4D is a flowchart of the redirect cache selection mechanism as performed by a redirector Web router according to one embodiment of the present invention;

FIG. 5A is a flow diagram of the remote DNS cache selection mechanism according to one embodiment of the present invention;

FIG. 5B is a flowchart of the remote DNS cache cache selection mechanism as performed by a redirector DNS server according to one embodiment of the present invention;

FIG. 5C is a flowchart of the remote DNS cache selection mechanism as performed by a Web router according to one embodiment of the present invention;

FIG. 6A is a flow diagram of the local DNS cache selection mechanism according to one embodiment of the present invention;

FIG. 6B is a flowchart of the local DNS cache selection mechanism as performed by a proxy DNS server according to one embodiment of the present invention;

FIG. 6C is a flowchart of the local DNS cache selection mechanism as performed by a Web router according to one embodiment of the present invention; and

FIG. 7 illustrates one example of the interconnection of Web routers and cache servers with each other and a form of redirectors using conventional IP routers in accordance with one embodiment of the present invention.

**DETAILED DESCRIPTION**

Various methods and systems for using mappings between addresses of clients seeking information objects (i.e., content) and addresses of information object repositories (i.e., caches, proxies, origin content servers and the like) to support delivery of such information objects are disclosed herein. The information objects and/or information object repositories storing the information objects may be distributed over one or more computer networks or networks of networks. In the following description, numerous specific details are set forth in order to provide a thorough understanding of the present invention. However, it will be evident to those of ordinary skill in the art that some of these specific details need not be used to practice the present invention and/or that equivalents thereof may be used. In other cases, well-known structures and components have not been shown in detail to avoid unnecessarily obscuring the present invention. Thus, although discussed with reference to certain illustrated embodiments, upon review of this specification, those of ordinary skill in the art will recognize that the present system and methods may find application in a variety of systems and the illustrated embodiments should be regarded as exemplary only and should not be deemed to be limiting in scope.

Some portions of the description that follow are presented in terms of algorithms and symbolic representations of operations on data within a computer memory (e.g., in flow chart format). These algorithmic descriptions and representations are the means used by those skilled in the computer science arts to most effectively convey the substance of their work to others skilled in the art. An algorithm is here, and generally, conceived to be a self-consistent sequence of steps leading to a desired result. The steps are those requiring physical manipulations of physical quantities. Usually, though not necessarily, these quantities take the form of electrical or magnetic signals capable of being stored, transferred, combined, compared and otherwise manipulated. It has proven convenient at times, principally for reasons of common usage, to refer to these signals as bits, values, elements, symbols, characters, terms, numbers or the like. It should be borne in mind, however, that all of these and similar terms are to be associated with the appropriate physical quantities and are merely convenient labels applied to these quantities. Unless specifically stated otherwise, it will be appreciated that throughout the description of the present invention, use of terms such as "processing", "computing", "calculating", "determining", "displaying" or the like, refer to the action and processes of a computer system, or similar electronic computing device, that manipulates and transforms data represented as physical (electronic) quantities within the computer system's registers and memories into other data similarly represented as physical quantities within the computer system's memories or registers or other such information storage, transmission or display devices.

In accordance with one embodiment of the present invention, a collection of one or multiple “Web routers” is used to refer a request for an object to a Web cache or content server (or other information object repository) that is able to transfer the requested object to the target client while satisfying a given set of performance metrics. Note, this referral may be made without regard as to whether the designated information object repository actually includes the requested information object(s). As used herein, the term Web router is used to refer to an embodiment (which may be implemented in hardware and/or software to be executed by a computer system) of a computer system configured in accordance with the methods described below) needed to map the address of a client with the address of a Web cache that can deliver requested information objects optimally to the client. The performance metrics used by Web routers to choose the sites (Web cache or content server) that should provide the requested objects to the clients include network delays, available bandwidth, reliability of paths from the cache sites to the target clients, and loads on the Web caches and content servers. The method used to select the best site from which information objects should be retrieved is transparent to the clients, and the computer network or internetwork over which the system operates need not support multicast delivery to end-user sites.

A Web router may be co-located with a Web server, a Web cache, a hosting server, a DNS server or an original content server. A topology of Web routers is defined such that a given Web router has as its neighbor Web routers a subset of all the Web routers in the system. A Web router communicates directly with its neighbor Web routers, and, preferably, not with other Web routers.

In one embodiment of the present invention, a Web router is contacted according to a scheme for enabling the discovery of the caches and servers storing information objects distributed over computer networks, which can be implemented in hardware and/or software, by a client, a Web server, a Web cache, or another type of server with a request for the address of one or more Web caches that a client should contact to obtain an information object. Further descriptions of these various schemes are presented below. A complete description of a Web router is included in copending U.S. patent application Ser. No. 09/810,148, entitled “System and Method for Discovering Information Objects and Information Object Repositories in Computer Networks”, filed Mar. 15, 2001,
now U.S. Pat. No. 7,162,539 B2, issued Jan. 9, 2007, the complete disclosure of which is incorporated by reference herein.

By utilizing the Web router concept, the present invention approaches the challenge of providing an efficient, scalable, server-directed Web content delivery system from a network layer perspective. Further, the present invention provides efficiency and scalability at least as good as that of the underlying infrastructure technologies. In one embodiment, the present invention includes routing technologies that may be used to leverage the underlying network routing to provide optimal selection of cache sites and content distribution paths, for example through the use of transport-layer protocols which may be used to make the most efficient use of network resources for content delivery. These protocols may also include signaling and congestion avoidance mechanisms which may be used to further optimize the use of network resources to levels of effectiveness and efficiency beyond that typically provided by underlying infrastructure services.

FIG. 1 illustrates an internetwork 100. The methods and systems described herein, which can be implemented in software and/or hardware, enable the discovery of either information objects or the caches and servers storing information objects distributed over computer networks such as the internet network 100 shown in this illustration. One example of an internetwork 100 is the Internet. Other examples include enterprise networks, local area networks, wide area networks, metropolitan area networks and networks of such networks. In the case where internetwork 100 is the Internet, clients 105 will generally access content located at remote servers 150 through a series of networks operated by different providers. For example, clients 105 may have accounts with local Internet service providers (ISPs) 110 that enable the clients to connect to the Internet using conventional dial-up or one of a variety of high-speed connections (e.g., DSL connections, cable connections, hybrids involving satellite and dial-up connections, etc.). ISPs 110, in turn, may provide direct connections to the Internet or, as shown, may rely on other service providers 120, 130, 140, to provide connections through to a set of high-speed connections between computer resources known as a backbone 150. Connecting to a host (e.g., server 150) may thus involve connecting through networks operated by a variety of service providers.

Overview of Minimizing Latency on Cache Hits

In one embodiment, one component of the present invention involves minimizing the latency of cache hits. Concretely this translates into minimizing the topological distance between the Web client and the cache server. In an exemplary embodiment, two mechanisms are defined in the architecture of the present invention for this purpose:

(1) one mechanism for use in initially establishing the Web client to cache server connection; and
(2) the other mechanism for use in providing continuous adjustment of this connection in response to changing network conditions.

As explained above, optimal cache selection is achieved through the use of Web routers. In an exemplary embodiment, the present invention attempts to allow the Web client to begin downloading content from a cache server offering the lowest latency.

FIG. 2 illustrates a virtual network 200 of Web routers 202-216 defined on top of the physical topology of an internetwork, such as the Internet, consisting of routers interconnected via point-to-point links or networks. The virtual network 200 of Web routers includes point-to-point links configured between the Web routers 202-216, and the links configured between a Web router (e.g., Web router 202) and one or more Web caches (e.g., Web cache 218) and content servers (e.g., content server 220). Such links can be implemented using tunnels between Web routers and between Web routers and Web caches. As used herein, the term content server means to indicate a server that serves as the origination point for a piece of content (e.g., text, video, audio, etc.). Such content may subsequently be replicated at one or more Web caches. As shown in the figure, a client 105 is not necessarily part of the virtual network of Web routers.

As indicated above, a Web router is one embodiment of the methods described herein for discovering information objects and object repositories in computer networks. The functionality of a Web router can be implemented as part of a Web cache, as part of a router, or as a separate entity. To simplify its description, the Web router is described and treated herein as a separate entity from a Web cache or a router.

A Web router may be co-located with a Web server, a Web cache, or an original content server. In one embodiment of the present invention, a Web router may be implemented in software to be executed by a general-purpose (or special purpose) computer processor, or it may be implemented as part of the software of a router or Web cache. In another embodiment of the present invention, some or all of the Web router functionality may be implemented in hardware.

In a preferred embodiment of the present invention, a collection of one or multiple Web routers is used to refer the request for an object to a Web cache or the content server that is able to transfer the requested object to the target client while satisfying a given set of performance metrics. The performance metrics used by Web routers to pick the sites (Web cache or content server) that should provide the requested objects to the clients are called type-of-service (TOS) parameters and include, but are not limited to, network delays, bandwidth available, reliability of paths from the chosen sites to the target clients, and loads on the Web caches and content servers. The value of the TOS parameters of the path from a server or Web cache to a client is called the TOS distance of such a server or Web cache to the client. The technique used to select the best site from which information objects should be retrieved by user sites (clients) is transparent to the user sites, and the computer network or internetwork over which the system operates need not support multicast delivery to end-user sites.

To reduce communication and processing overhead in Web routers, a topology of Web routers is defined, such that a given Web router has as its neighbor Web routers a subset of all the Web routers in the system (where the term system refers to all or a portion of the virtual network for Web routers discussed above). A Web router may thus be configured with its set of neighbor Web routers. Such a configuration may be a table of neighbor Web routers which is defined by a network service provider and/or is dynamically updated. In another embodiment of the present invention, a Web router dynamically selects the set of neighbor Web routers with which it should communicate out of all of the Web routers in the system. A Web router preferably communicates with its neighbor Web routers only and uses the Web Information Locator by Distance (WILD) protocol for this purpose. The WILD protocol is disclosed in co-pending and commonly-owned U.S. Provisional Application No. 60/200,401, filed Apr. 28, 2000, from which U.S. patent application Ser. No. 09/810,148, filed Mar. 15, 2001 (now U.S. Pat. No. 7,162,539B2, issued Jan. 9, 2007) claims priority.

In one embodiment of the present invention, WILD runs on top of the Transmission Control Protocol (TCP) in much the same way as the Border Gateway Protocol (BGP) does. In this
embodiment, a TCP connection exists between a Web router and each of its neighbor Web routers. In another embodiment of the present invention, WILD can run on top of the TCP Santa Cruz protocol [C. Parsa and J. J. Garcia-Luna-Aceves, “TCP-Santa Cruz: Improving TCP Performance over Networks with Heterogeneous Transmission Media”, Proc. IEEE ICNP’99], which is disclosed in commonly-owned U.S. Provisional Application No. 60/190,331, filed on Mar. 16, 2000, from which U.S. patent application Ser. No. 09/810,148, filed Mar. 15, 2001 (now U.S. Pat. No. 7,162,539 B2, issued Jan. 9, 2007) claims priority. Other embodiments of the present invention may be based on alternative protocols for the provision of reliable transmissions between Web routers.

In one example of the operation of a system which employs an embodiment of the present invention, a client first contacts a Web server requesting a Web page in which a set of information objects are referenced by their URLs. In turn, the Web server may contact a Web router to determine the sites (e.g., one or more Web cache(s) on an original content server, any of which may be referred to generically as an information object repository) from which each of such information objects should be retrieved. Depending on the implementation, a Web router can be contacted by a client, a Web cache, a content server, or another type of server (e.g., Web server 222 or 224), asking for the address of a Web cache, set of Web caches, or content server that a client should contact for the purpose of retrieving information objects. In the present example, the Web server provides the Web router with the address of the client requesting the set of object, a URL for each information object requested by the client, and a set of TOS parameter values with which the request should be serviced to the client. The absence of TOS parameters can be assumed to imply a minimum-delay service request.

Those Web routers that are used to redirect clients to appropriate Web caches or content servers are implemented in a very fault-tolerant manner and are well known throughout the system. Accordingly, in one embodiment, not all Web routers in a system are used for client redirection in order to reduce the cost of Web routers and the communication overhead associated with knowing about the existence of Web routers that are capable of redirecting clients to Web caches and content servers. Thus, a network may include a set of redirecting Web routers.

The set of redirecting Web routers should be known by all the Web routers of the system, while a Web router that does not serve as a redirecting Web router need not be known by all other Web routers of the system. Web routers may execute WILD (or another protocol) to map the address of a client into: (a) one or more addresses of a Web cache or the content server that has the best TOS distance to the client address, and (b) one or more addresses of redirecting Web routers that have the best TOS distance to the client address. In some cases, this mapping is done independently or regardless of whether the Web cache or content server maintains a local copy of any of the information objects required by the client (the idea being that the content can be brought to the cache after the client has been advised of the “best” or “preferred” cache to connect to).

As indicated, Web routers may use WILD or a non-WILD protocol to accomplish the above mappings. For example, in one embodiment, Web routers may use a static, fixed mapping of the address of a client into: (a) one or more addresses of Web caches or the content server that has the best TOS distance to the client address, and (b) one or more addresses of redirecting Web routers that have the best TOS distance to the client address. Such static, fixed mappings may be input by a user or a network service provider and may or may not be updated periodically. The static, fixed mappings may be generated by WILD or by an algorithm other than WILD. In either case, the static, fixed mappings may be generated independently of whether the Web cache or content server maintains a local copy of any of the information objects required by the client.

In one embodiment of the present invention, the Internet routers of the system provide Web routers with distances to known destination addresses measured according to a number of network performance parameters. A Web router collocated with a Web cache or content server uses the information obtained from adjacent routers and the performance measurements of the Web cache or content server to derive the TOS distance from the collocated Web cache or content server to each known destination, which corresponds to potential client addresses. In one embodiment, Web routers use routing information provided by the Border Gateway Protocol (BGP) and any of the intra-domain routing protocols (e.g., OSPF, EIGRP) running in the routers attached to the same local area networks where the Web routers reside to derive distances to client address ranges (e.g., using a shortest-path first calculation).

Regardless of how the actual mapping is done (e.g., whether using WILD or another algorithm), if a Web router maps the address of the client requiring the location of information objects to addresses of Web caches or other information object repositories that do not currently store such objects, the Web router can request the corresponding Web caches to obtain a copy of the required objects immediately after it provides the requesting Web server the address of such a Web cache or proxy. In another embodiment, a Web cache or proxy attempts to retrieve a requested object from another Web cache or a content server only after it is contacted by a client and determines that a copy of the requested information object is not available locally. In both instances, the Web router provides the Web cache servicing a client request with the address of the “nearest” Web cache that stores the information object requested by the client; therefore, the Web cache needing the information object communicates directly with the Web cache storing the requested information object, without having to go through any intermediate Web caches and without having to know the content stored in all other Web caches as is customary in the prior art.

Building on the above, the Web router is responsible for determining which of a number of available information object repositories should service a client (i.e., a client or a Web server request for an information object or service). The Web router also determines the information object repository which actually maintains the information object or service so requested, and initiates the process of bringing the information object or service to the information object repository that should service the client. Bringing the information object or service requested by the client to the information object repository which it has been determined should service the client request is accomplished, in one embodiment, by instructing that information object repository which will service the request to retrieve the information object or service requested by the client from the information object repository which actually maintains the information object or service. Thereafter, upon receiving an instruction to do so, the information object repository which it has been determined should service the client request contacts the information object repository that actually maintains the information object or service requested by the client to request the information object or service.

In a further embodiment, one of the following four mechanisms, or a combination of some of the following four mechanisms, is or may be used to communicate the best Web...
cache or content server, or the set of Web caches (more generally the information object repository(ies)), which should serve a client's request: (1) direct cache selection; (2) redirect cache selection; (3) remote DNS cache selection; and (4) client DNS cache selection.

Direct Cache Selection

FIG. 3A is a flow diagram of the direct cache selection mechanism according to one embodiment of the present invention. Numbers in brackets adjacent to the flow lines indicate the series of requests and responses communicated between network nodes. In direct cache selection, upon receiving a request from a client 300, a Web server 302 contacts a nearby Web router 304 to obtain the address of the closest cache server to the requesting client. The Web server 302 then returns a URL to the client 300, where the returned URL contains the IP address of the selected cache server 306. The cache server 306 may be associated with the same Web router 302 or with another Web router 308. As shown, the various network nodes may be distributed across multiple different networks maintained by various services providers. The direct cache selection mechanism has the following advantages:

(1) it requires the fewest possible messages; and (2) it avoids the complexities of DNS.

FIG. 3B is a flowchart of the direct cache selection mechanism as performed by the web server according to one embodiment of the present invention. Process 310 begins with step 312, where the Web server 302 receives a request from the client 300 for content. In response to this request, in step 314, the Web server 302 sends the IP address of the client 300 to a Web router 304. Optionally, in step 316, a timer is reset. In decision operation 318, it is determined whether the Web server 302 has received the IP address of the best cache server from the Web router 304. If the Web server 302 has received the IP address of the best cache server from the Web router 304, then in step 320, the Web server 302 sends a URL with the IP address of the best cache server (cache server 306 in this example) to the client 300, and the process resets, waiting for the next request. If the Web server 302 has not received the IP address of the best cache server from the Web router 304, in decision operation 322, it is determined whether the timer has expired. This loop repeats until either the timer expires or the address is returned from Web Router 304. If the timer had expired, in step 322, then the Web server would redirect the client to a default cache server (step 324), and the process would reset, waiting for the next request. The default cache server may be hard configured by a network provider and/or may be dynamically updated from time to time.

FIG. 3C is a flowchart of the direct cache selection mechanism as performed by the Web router 304 according to one embodiment of the present invention. Process 330 begins at step 332, where the Web router 304 receives the IP address of the client 300. In response to receiving the IP address of the client 300, in step 334, the Web router 304 consults its WILD table for the IP address of the best cache server. In step 336, the Web router 304 sends the IP address of the best cache server (cache server 306 in this example) to the Web server 302. The method illustrated by process 330 is straightforward and can be implemented in hardware using approaches similar to those that have been reported in the prior art for hardware-based lookup of routing tables for IP packets. Alternatively, it can be implemented in software to be executed by a general-purpose (or special purpose) processor.

Redirect Cache Selection

FIG. 4A is a flow diagram of the redirect cache selection mechanism according to one embodiment of the present invention. In redirect cache selection, the Web server 402 returns a URL with the IP address of a special kind of Web router called a redirector. The redirector 410 redirects the client 400 to one of the current best cache servers (cache server 406 in this example) via an HTTP redirection. Redirectors differ from other Web routers in their scalability and fault tolerance. As shown in the illustration, the redirector selection can also be informed by a Web router. In order to allow for the selection of the best redirector, Web routers should use the WILD protocol for a second routing computation for redirectors. The redirect cache selection mechanism has the following advantages:

(1) redirect cache selection produces late URL to cache server IP binding; and
(2) redirect cache selection avoids the complexities of DNS.

FIG. 4B is a flowchart of the redirect cache selection mechanism as performed by the Web server 402 according to one embodiment of the present invention. Process 420 begins with step 422, where the Web server 402 receives a request from the client 400 for content. In response to this request, in step 424, the Web server 402 sends the IP address of the client 400 to a Web router 404. In optional step 426, a timer is reset. In decision operation 428, it is determined whether the Web server 402 has received the IP address of a redirector Web router from the Web router 404. If the Web server 402 has received the IP address of a redirector Web router, in step 428, the Web server 402 sends a redirect with the IP address of the redirector Web router (410 in this example) to the client 400, and the process resets to await a new request. If the Web server 402 has not received the IP address of the redirector Web router, then in decision operation 432, it is determined whether the timer has expired (if used). This loop is executed until either the timer expires or the IP address of the redirector is returned. If the timer has expired, in step 434, the Web server 402 sends a redirect with the IP address of a default redirector Web router to the client 400, and the process resets to await a new request. Alternatively, if the timer has expired, in step 436, the Web server 402 redirects the client 400 to a default cache server, and the process resets.

FIG. 4C is a flowchart of the redirect cache selection mechanism as performed by a web router according to one embodiment of the present invention. Process 440 begins with step 442, where the Web router 404 receives the IP address of the client 400. In response to receiving the IP address of the client, in step 444, the Web router 404 consults its WILD table for the IP address of a redirector Web router. In step 446, the Web router 404 sends the IP address of the redirector web router (410 in this example) to the Web server 402.

FIG. 4D is a flowchart of the redirect cache selection mechanism as performed by a redirector Web router according to one embodiment of the present invention. Process 450 begins at step 452, where the redirector Web router 410 receives a request for content from the client 400. In response to receiving the request for content from the client 400, in step 454, the redirector 410 consults its WILD table for the IP address of the best cache server (cache 406 in this example). In step 456, the redirector 410 sends an HTTP redirection to the client 400 with the original URL, modified to have the IP address of the selected cache server in the host portion of the URL.
Remote DNS Cache Selection

Fig. 5A is a flow diagram of the remote DNS cache selection mechanism according to one embodiment of the present invention. In remote DNS cache selection, the Web server 602 returns a URL containing a statically configured domain name, such as a proprietary domain of a network service provider. On resolving such a domain name, a redirector DNS server 510 queries a collocated Web router 512 to determine the closest cache servers (cache server 506 in this example) for the source of the DNS query. The redirector DNS server 510 then returns the IP addresses of these cache servers to the DNS client 500. The remote DNS cache selection mechanism has the following advantages:

1. remote DNS cache selection can return multiple IP addresses as part of the DNS protocol; and
2. remote DNS cache selection provides late URL to cache server IP address binding.

Fig. 5B is a flowchart of the remote DNS cache selection mechanism as performed by the redirector DNS server 510 according to one embodiment of the present invention. Process 520 begins with step 522, where the redirector DNS server 510 receives a request from a local DNS server associated with client 500. In response to this request, in step 524, the redirector DNS server 510 sends the IP address of the local DNS server to a Web router 512. In optional step 526, a timer is reset. In decision operation 528, it is determined whether the redirector DNS server 510 has received the IP addresses of the best cache servers from the Web router 512. If the redirector DNS server 510 has received the IP addresses of the best cache servers, then in step 530, the redirector DNS server 510 sends the IP addresses of the best cache servers to the local DNS server, and the process resets. If the redirector DNS server 510 has not received IP addresses of the best cache servers, then in decision operation 532, it is determined whether the timer has expired. This loop repeats until either the timer expires or the IP addresses of the best cache servers are returned. If the timer has expired, then in step 534, the redirector DNS server 510 redirects the client 500 to a set of default cache servers, and the process resets.

Fig. 5C is a flowchart of the remote DNS cache selection mechanism as performed by the Web router 512 according to one embodiment of the present invention. Process 540 begins with step 542, where the Web router 512 receives the IP address of a local DNS server associated with client 500. In response to receiving the IP address of the local DNS server, in step 544, the Web router 512 consults its WILD table for the IP addresses of the best cache servers. In step 546, the Web router 512 sends the IP addresses of the best cache servers to the redirector DNS server 510.

Local DNS Cache Selection

Fig. 6A is a flow diagram of the local DNS cache selection mechanism according to one embodiment of the present invention. In local DNS cache selection, the Web server 602 returns a URL containing a statically configured domain name within a service provider network. On receiving a query for such a domain name, a DNS server 610 local to the client 600, queries a collocated Web router 612 to determine the closest cache servers for the source of the DNS query. The local DNS server 610 then returns the IP addresses of these cache servers (cache server 606 in this example) to the Web client 600. In some cases, the local DNS server 610 and the collocated Web router 612 form a proxy DNS server. The local DNS cache selection mechanism has the following advantages:

1. local DNS cache selection can return multiple IP addresses as part of the DNS protocol; and
2. local DNS cache selection provides late URL to cache server IP address binding.

Fig. 6B is a flowchart of the local DNS cache selection mechanism as performed by the proxy DNS server 610 according to one embodiment of the present invention. Process 620 begins with step 622, where the proxy DNS server 610 receives a request from a client 600. In response to this request, in decision operation 624, it is determined whether the domain name within the DNS request from the client 600 is to be served through a Web router. If the domain name within the DNS request from the client 600 is not to be served through a Web router, in step 626, the proxy DNS server 610 forwards the DNS request to a local DNS server, and the process resets. If the domain name within the DNS request from the client 600 is to be served through a Web router, in step 628, the proxy DNS server 610 sends the IP address of the client 600 to a Web router 612. In optional step 630, a timer is reset. In decision operation 632, it is determined whether the proxy DNS server 610 has received the IP addresses of the best cache servers from the Web router 612. If the proxy DNS server 610 has received the IP addresses of the best cache servers, the in step 634, the proxy DNS server 610 sends the IP addresses of the best cache servers to the client 600, and the process resets. If the proxy DNS server 610 has not received the IP addresses of the best cache servers, then in decision operation 636, it is determined whether the timer has expired. This loop repeats until either the timer expires or the IP addresses are received. If the timer has expired, then in step 638, the proxy DNS server 610 redirects the client 600 to a set of default cache servers, and the process resets.

Combinations

In some embodiments of the present invention, the four aforementioned communication mechanisms are used in conjunction with each other, in various combinations. In summary, these four communication mechanisms are:

1. direct cache selection;
2. indirect cache selection;
3. remote DNS cache selection; and
4. local (or client) DNS cache selection.

Combination of Direct Cache Selection and Redirect Cache Selection

In one embodiment, the direct cache selection mechanism (1) may be used for content that will be immediately loaded without user action (e.g., for graphics used as part of the decoration of a web page), and the indirect cache selection mechanism (2) may be used for content only loaded in response to user action (e.g., HTML HREF tags which the user must click on to cause content to be loaded).

Combination of Direct Cache Selection and Remote DNS Cache Selection

In one embodiment, (1) the direct cache selection mechanism (1) and the remote DNS cache selection mechanism are both used in a communication setting. In this combination, the direct cache selection mechanism (1) may be used for content that will be immediately loaded without user action (e.g., for graphics used as part of the decoration of a web page), and the remote DNS cache selection mechanism (3) may be used for content only loaded in response to user action (e.g., HTML HREF tags which the user must click on to cause content to be loaded).
Combination of Direct Cache Selection and Client DNS Cache Selection

In one embodiment, (1) the direct cache selection mechanism and (4) the client DNS cache selection mechanism are both used in a communication setting. In this combination, the direct cache selection mechanism (1) may be used for content that will be immediately loaded without user action (e.g., for graphics used as part of the decoration of a web page), and the client DNS cache selection mechanism (4) may be used for content only loaded in response to user action (e.g., HTML HREF tags which the user must click on to cause content to be loaded).

Combination of Direct Cache Selection, Remote DNS Cache Selection, and Client DNS Cache Selection

In one embodiment, (1) the direct cache selection mechanism, (3) the remote DNS cache selection mechanism, and (4) the client DNS cache selection are all used in a communication setting.

Combination of Redirect Cache Selection and Remote DNS Cache Selection

In one embodiment, (2) the redirect cache selection mechanism and (3) the remote DNS cache selection mechanism are both used in a communication setting.

Combination of Redirect Cache Selection, Remote DNS Cache Selection, and Client DNS Cache Selection

In one embodiment, (2) the redirect cache selection mechanism, (3) the remote DNS cache selection mechanism, and (4) the client DNS cache selection mechanism are all used in a communication setting.

Dynamic Congestion Adaptation During Content Download

In some cases, after the initial client-server connection is established, and a download is in progress, continuous monitoring and adjustment of the connection is performed to adjust to changing network conditions. This may be especially important for larger content (e.g., large files), such as streaming media, which may require an extended period to download. During such long downloads, network conditions may change sufficiently such that the path from the initial cache server to the client degrades to an unacceptable state. To avoid this situation, in one embodiment, the cache servers constantly (or periodically) monitor and adjust existing connections. In the event performance on an existing connection appreciably degrades, the cache servers may begin a process of searching for other cache servers with significantly better paths to the client. If such a server is found, the download is transferred to the new cache, and the process is repeated. Another embodiment may include a dynamic redirector selection at the Web server.

Overview of Minimizing Latency on Cache Misses

In one embodiment, another component of the present invention includes a set of technologies that minimize the latency of cache misses. Thus, on a cache miss the selected cache server locates the closest cache server with a copy of the desired content and downloads the content from that server as fast and efficiently as possible. As explained above, this may be performed in parallel with the requesting client being informed of the IP address of the cache server which is obtaining the content.

Network-Layer URL Routing

In one embodiment, as illustrated in FIG. 7, the present invention includes pairs of Web routers 702 and cache servers 704 interconnected with each other and a farm of redirectors 700 by conventional IP routers 706. In such cases, this component of the present invention exploits the IP routing infrastructure to provide, in effect, routing of URLs.

In one embodiment, network-layer URL (NURL) routing involves mapping requested URLs to unicast addresses which are then used as an anycast IP address (i.e., a unicast address advertised by multiple, physically distinct points in an internet) [Craig Partridge, Trevor Mendez, and Walter Milikken. Host anycasting service. RFC 1546, November 1993]. A system and method for using uniform resource locators (URLs) to map application layer content names to network layer anycast addresses, the aforementioned mapping, is disclosed in co-pending and commonly-owned U.S. Provisional Application No. 60/200,511, filed Apr. 28, 2000, which is incorporated herein by reference.

In one example, in order to facilitate this mapping, content served by the present invention are assigned URLs having the following format:


A system and method for using network layer URL routing to locate the closest server carrying specific content (network-level routing of URLs) is disclosed in co-pending and commonly-owned U.S. Provisional Application No. 60/200,402, filed Apr. 28, 2000, which is incorporated herein by reference.

With the route to the anycast cache server existing in the network infrastructure, a cache server processing a cache miss would like to transfer the content from the URL IP address. In an exemplary embodiment, in such a situation, the present invention resolves the anycast address to the server's real unicast address (which, by definition, uniquely identifies that server in the internet) before starting the download. In an exemplary embodiment, this is done by using an anycast address resolution protocol (AARP), which is disclosed in co-pending and commonly-owned U.S. Provisional Application No. 60/200,403, filed Apr. 28, 2000, which is incorporated herein by reference.

Conclusion

The present invention provides a system and method for using a mapping between client addresses and addresses of caches to support content delivery. In one embodiment, the present invention is part of a method and system for the discovery of information objects and servers storing information objects distributed over computer networks. Having fully described various preferred embodiments of the invention and various alternatives thereto, it should be recognized that numerous alternatives and equivalents exist which do not depart from the invention. Accordingly, the invention should only be measured in terms of the claims, which follow.

What is claimed is:

1. A method, comprising:
   receiving from a client a request for an information object, wherein the information object includes content;
   determining one or more information object repositories from a plurality of information object repositories to service the client's request for the information object according to load on the information object repositories and at least one type-of-service parameter out of a plurality of type-of-service parameters, wherein the plurality of the type-of-service parameters comprise one or more of an average delay from the information object repositories to the client, average processing delays at the information object repositories, reliability of a path from the information object repositories to the client, or available bandwidth in said path, wherein the determining is performed without regard as to whether the information object is actually stored at the one or more information object repositories, and wherein the determining includes mapping an address of the client to an address of a selected information object repository of the one or more information object repositories based on a Web Information Locator by Distance (WILD) protocol,
wherein the determined information object repository is to deliver the content to the client; and returning to the client an address of the selected information object repository.

5. The method of claim 1 wherein the mapping is made according to specified performance metrics.

6. The method of claim 1 wherein the address of the information object repository is selected from a number of addresses of information object repositories.

7. The method of claim 1 further comprising instructing the selected information object repository to obtain a copy of the information object from a topologically close content server.

8. The method of claim 1 wherein determining which of the number of information object repositories should service the request for the information object comprises one or more of: a direct cache selection process, a redirect cache selection process, a remote DNS cache selection process, or a local DNS cache selection process.

9. The method of claim 5 wherein the direct cache selection process comprises contacting, using a Web server which received the request from the client, to contact a Web router to obtain an address of a topologically close information object repository to the requesting client.

10. The method of claim 6 wherein the direct cache selection process further comprises receiving, at the Web server from the Web router, an address for the topologically close information object repository.

11. The method of claim 7 further comprising returning, from the Web server to the client, a uniform resource locator (URL) which contains the address of the topologically close information object repository.

12. The method of claim 5 wherein the redirect cache selection process comprises contacting, using a Web server which received the request from the client, a Web router to obtain an address of a redirecting Web router which will service the request.

13. The method of claim 9 wherein the redirect cache selection process further comprises returning, from the Web server to the client, a uniform resource locator (URL) which contains the address of the redirecting Web router.

14. The method of claim 10 wherein the redirect cache selection process further comprises contacting the redirecting Web router at the address contained in the URL with the request for the information object.

15. The method of claim 11 further comprising redirecting, from the redirecting Web router to the client, to a topologically close information object repository which will service the request for the information object.

16. The method of claim 12 wherein redirecting the client is accomplished using a hypertext transfer protocol (http) redirect.

17. The method of claim 16 wherein remote DNS cache selection process further comprises receiving, at the redirecting DNS server, an address of a topologically close information object repository for the client.

18. The method of claim 17 further comprising providing, from the redirecting DNS server, the address of the topologically close information object repository to the client.

19. The method of claim 18 wherein the local DNS cache selection process comprises returning, from a Web server which received the request from the client, a uniform resource locator (URL) containing a statically configured domain name.

20. The method of claim 19 wherein the local DNS cache selection process further comprises providing, from a DNS server, a statically configured domain name to a Web router.

21. The method of claim 20 wherein the local DNS cache selection process further comprises receiving, from the Web router, an address of a topologically close information object repository.

22. The method of claim 21 further comprising providing, from the DNS server, the address of the topologically close information object repository to the client.

23. The method of claim 15 wherein the direct cache selection process is combined with the redirect cache selection process.

24. The method of claim 5 wherein the direct cache selection process is combined with the remote DNS cache selection process.

25. The method of claim 5 wherein the direct cache selection process is combined with the local DNS cache selection process.

26. The method of claim 5 wherein the direct cache selection process is combined with both the remote DNS cache selection process and the local DNS cache selection process.

27. The method of claim 5 wherein the redirect cache selection process is combined with the remote DNS cache selection process and the local DNS cache selection process.

28. The method of claim 5 wherein the direct cache selection process is used for information objects that will be immediately loaded without user action.

29. The method of claim 5 wherein the redirect cache selection process is used for information objects that will be loaded only after some user action.

30. The method of claim 5 wherein the remote DNS cache selection process is used for information objects that will be loaded only after some user action.

31. The method of claim 5 wherein the local DNS cache selection process is used for information objects that will be loaded only after some user action.

32. The method of claim 1 wherein determining which of the plurality of information object repositories should service the request for the information object comprises taking into account the address of the client.

33. The method of claim 2 wherein the specified performance metrics comprise one or more of average delay from the selected information object repository to the client, average processing delays at the selected information object repository, reliability of a path from the selected information object repository to the client, available bandwidth in said path, and load on the selected information object repository.