Annotating Components to Support Component-Based Static Analyses of Software Systems

Judith A. Stafford and Alexander L. Wolf
Department of Computer Science
University of Colorado
Boulder, CO 80309-0430 USA
{judys,alw}@cs.colorado.edu

Abstract

COTS (Commercial Off The Shelf) components are typically viewed as black-boxes; input and output information is supplied in their interfaces. In this paper we argue that interfaces provide insufficient information for many analysis purposes and suggest analysis-related annotations be supplied with components. We center our discussion on static dependence analysis. We use an extensible language to annotate components and perform dependence analysis over these descriptions. We propose that component annotations be certified, thereby providing a base for certifiable analysis.

1 Introduction

Component-based development is intended to increase reliability and evolvability of systems while at the same time decrease the cost of system development. These benefits are expected because a component can be developed and tested in isolation, and then, based on its interface and stated functionality, used in a variety of systems Kozaczynski [6] presents three component views that are relevant to differing concerns during different phases of system development: a design view, an implementation view, and a deployment view. We propose adding a fourth view to this list: an analysis view to support static analyses. Prior work has shown that static analysis of system behavior based solely on component interfaces is inadequate to diagnose incorrect component interactions [1, 3]. The proposed analysis view will provide the necessary information for reasoning about component interactions beyond the compatibility of their interfaces.

Knowledge of certain behavior- and resource-related attributes is used as a basis for choosing among similar soft-
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2 Pathway Annotations

There are many types of annotations that would be useful to certify and supply with components in support of analyses such as performance tradeoff analysis and secure information flow analysis [8]. As an example, suppose the set of annotations associated with components includes some performance rating, say average time to complete a calculation, and that another annotation declares the amount of disk space required to install the component; these annotations can be used in performance tradeoff analysis. If an application is typically to be used in an environment where disk space is abundant but processing speeds are slow, one could choose to use the component that uses more disk space but performs its function more efficiently.

We are applying software dependence analysis techniques to component-based systems. Dependence analysis is the study of how one element of a system can affect or be affected by other elements of the system. Component interfaces alone do not provide sufficient information for identifying useful sets of potentially interacting components. We annotate components with information required for performing component-level dependence analysis. This information is in the form of pathways connecting component input ports to output ports; pathways capture the potential for an input to affect an output in some way. The behavioral relationships among the input and output ports of a component define the interaction behavior of that component. It is important to note that the interaction behavior is not intended to capture the component's functional behavior. For example, the description of how a server interacts with its clients is independent of the computation carried out by the server on behalf of its clients. Many software maintenance activities require knowledge about the potential for interaction among elements of a system; examples of such applications are impact analysis, fault localization, system re-engineering, and regression test set selection. Software dependence analysis is used as a source of information in support of these and similar activities.

Most applications of dependence analysis techniques require that conservative sets of dependencies be identified; that is, at least all potential dependencies must be included in the dependency set. If one is to be conservative when performing component-level dependence analysis based on component interfaces alone, one must assume that each and every input has the potential to impact every output. This assumption can result in computation of very imprecise dependence sets. The simple example shown in Figure 1 illustrates the improvement in precision that is gained when input-to-output pathways are included in the information used to determine possible dependencies. Figure 1 contains three diagrams. The boxes in each diagram represent components in a system; two systems are represented: system $S$ composed of components $X$, $Y$, and $Z$ and system $S'$ in which we have replaced component $X$ with a variant, $Y'$. The ports into and out of each component are named as shown in the circles inside each component in the diagram to the left. The arrows in the figure represent the ability for a box, or some port into or out of that box, to communicate with another box in the diagram; we call them connectors and refer to them by the names given in the squares over each arc in the diagram to the left. The solid arcs in this figure denote arcs that must be traversed in order to identify a conservative set of dependencies representing the parts of the system that have potential to affect port 1 of component $X$.

In the view of system $S$ shown to the left in Figure 1, the intra-component pathways are unknown. The lack of information about the internal port-to-port interaction of the component forces the analysis to include ports of all components of the system in the dependency set. If, however, one knows for certain that particular input-output pairs are independent, as illustrated in the diagram in the center, the precision of the analysis is greatly improved.

In support of component-level dependence analysis, we use intra-component dependence analysis to identify potential interactions among component inputs and outputs and call the resulting dependencies intra-component pathways or IC-pathways. These pathways can be supplied as annotations with COTS components in support of system-wide dependence analysis. We are developing a formal model of dependencies for multi-procedure programs that will support certification of IC-pathway identification by independent certification houses. Such certification is required for use of COTS components in application domains where issues such as security and safety are of great importance. In such areas, potential for information flow among component inputs and outputs must be well understood and documented.

As mentioned above, the behavioral relationships among ports of a component define its interaction behavior. It is important to understand this when choosing among different components that provide similar functionality. We use a simple example architecture to convince the reader that minor changes in the internal dependence structure of a component have potential to result in major changes to the system-level dependence structure. We replace one component with another having an identical interface and a single additional pathway. Recall that the solid lines in the box and arrow diagrams of Figure 1 represent the connectors and components of systems $S$ and $S'$ that will be included in a dependence set representing the parts of the system that are identified as having potential to affect port 1 of component $X$. The IC-pathway represented by the squiggle in the diagram to the right in Figure 1 has been added to component $Y$. When the dependence set is calculated using component $Y'$, ports associated with connectors $S$ and $E$ and component $Z$ are added to the set of dependencies.

As a real-life example, one can imagine such a situation arising in the development of two components designed to work within a banking system. Suppose that GetAccountBalance is a type of component. Components of this type take a bank-user's account number, checking account information, and overdraft-protection account (protection account for short) information as inputs and return the user's debt to the protection account as well as the user's available cash balance as outputs. Now suppose that $AB_1$ and $AB_2$ are components of this type. $AB_1$ determines the user's available cash balance by examining the current checking account balance; $AB_2$ on the other hand, considers available credit in the protection account to be available cash. $AB_2$ returns the sum of the checking account balance and available protection as the user's available cash balance. If a developer wishes to replace $AB_1$ with $AB_2$ in order to improve bank service, changes in the system's dependence structure must be considered. The additional connection between the input of the protection account information and the available balance output results in additional dependencies on all components required for managing the protection account. If an incorrect balance is reported, these components must be included in the set of components that could have contributed to the miscalculation.
3 Automated Dependence Analysis

In this section we provide a brief overview of Acme [4] and discuss the composition of an Acme description of our example system. We then introduce Aladdin [8], a tool that we have developed to identify chains of dependencies in architectural descriptions, and discuss its use in reasoning about the effects of replacing component Y with the variant component, Y', that includes one additional pathway.

The development of ADLs is still at a point where there is a general lack of agreement on the full set of linguistic concepts required to describe software architectures. Nevertheless, there is an emerging consensus on a core set of concepts that primarily have to do with the structural aspects of software architectures. Recognizing this emerging consensus, the designers of the Acme language are attempting to represent a useful intersection of existing ADLs as a means to support some degree of interoperability among their associated tools. Additional goals for the language include providing a descriptive standard for architectural tools, assistance in the development of new ADLs, and a language that is accessible to most system developers.

The language provides seven basic constructs for describing software architectures. To some extent, these constructs serve as a "least-common denominator" and, therefore, some important language-specific concepts cannot be directly represented. As mentioned above, the orientation of the constructs is toward structure, so the missing concepts center on behavior; this is the same issue that arises in specification of COTS components. An additional Acme construct, Property, allows an architect (or developer of an ADL-to-Acme translator) to describe properties that may be useful for analysis purposes, but not representable using the other constructs. We define a "path" property that is used by Aladdin to reason about the dependencies in a system. A path property is specified to indicate the ability of an input to contribute to the stimulation of an output in some way. Figure 2 shows the Acme description of component X of system S. The inputs and outputs are listed as ports and annotations of the ic-pathways are specified as path properties after using the Acme keyword "Property".

Aladdin [8] is a tool developed at the University of Colorado that identifies dependencies in software architectures. It can be used as a stand-alone tool or in conjunction with ADLs. It was designed to be easily integrated with ADL tool kits developed elsewhere, and is currently available for use in analyzing Acme and Rapide [7] architectural descriptions.

Figure 3 shows the use of Aladdin to study the effects of adding the new pathway to component Y. If one thinks of an architectural description as a set of boxes and arrows in a diagram as we did in Section 2, then one can think about Aladdin as walking forwards or backwards from a given box, traversing arrows either from heads to tails or vice versa. In Aladdin, the arrows are called links and the process of walking (i.e., performing a transitive closure) over the links is called chaining.

Aladdin's analysis is performed on demand in response to an analyst's query. A query might request information about the existence of anomalous dependence relationships, or might request information about the parts of the system that could affect or be affected by a specific component port. Figure 3 contains a combined screen dump from two uses of Aladdin to analyze the two variants of our example system. An Acme description of system S is displayed in the left pane of the main Aladdin window to the left in the figure and the Acme description of S' is shown in the main Aladdin window to the right. The right pane of each window displays the list of component ports that have been identified from the respective descriptions.

The analyst can select to perform any of several queries. The analyst can choose to see a list of ports with no source or those with no target, which are two kinds of port-related anomalies. Ports with no source or no target may indicate an unspecified connection or they may indicate a function of the component that is not used in this system. The analyst
can also choose to create a chain. If “Queries” is selected, then the window “Get Query” appears. The analyst selects a query, in this case wanting to see a chain of all the ports in the architecture that could causally affect port X.1. Aladdin uses dotty [2], a graph layout tool, to display the resultant chains. The windows on the left and right of the main Aladdin window show chains of dependencies for port X.1 of two variants of system S. A chain is displayed as a directed graph rooted at the rectangular vertex representing the specified port of interest, in these cases the vertex X.1 at the bottom of the graph. The arcs are labeled with a relationship type and represent direct dependence relationships between pairs of ports. The vertices of the graph represent all ports that could cause the port of interest, X.1, to be activated.

The branch in the dependency chain for X.1 shown in the dotty window to the right in the figure represents the additional dependencies that are identified when the ic-pathway Y.2—>Y.3 is added to component Y. Aladdin makes such differences visually accessible to the analyst. Compare the chain of dependencies of X.1 computed without benefit of the knowledge of ic-pathways that is shown in Figure 4. In this case X.1, the port of interest, is shown at the top and a cycle of possible dependencies is indicated by the fact that arcs enter as well as exit from the vertex representing X.1. Clearly either chain shown in Figure 3 is more useful for analysis purposes.

Figure 3: The use of Aladdin to identify differences in dependence chains.

Figure 4: The dependence chain for port X.1 when ic-pathways are unknown.
4 Conclusions

Component annotations provide a means for reasoning about important system properties early in the development process as well as when considering replacing one component with another during system evolution. We envision that designers of analysis tools will specify component annotations required to support their particular kind of analysis. If a component manufacturer wishes for their component to be included in a system over which this type of analysis is to be performed, the annotations must be provided and certified by an independent certification agency. In this COTS world, system builders can reason about interoperability of system components with confidence. We use Acme, an extensible modeling language, to describe component interfaces and annotations. We perform automated dependence analysis over systems composed of Acme-described components to determine far-reaching affects associated with making changes to individual components.
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