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Verifying safety-critical software
Safety-critical system: 
"A computer, electronic 
or electromechanical 
system whose failure 
may cause injury or 
death to human beings" 
(foldoc.org/safety-critical system) 

Software verification: 
Using formal methods 
to rigorously prove that 
certain properties hold 
of a program

http://foldoc.org/safety-critical%20system


Safety-critical systems use DNNs...
"End to End Learning for Self-
Driving Cars" (NVIDIA, 2016)

"Policy Compression for 
Aircraft Collision Avoidance 
Systems" (Julian et al., 2016)
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...even if they don't like to advertise it

(spectrum.ieee.org/transportation/self-driving/after-mastering-singapores-streets-
nutonomys-robotaxis-are-poised-to-take-on-new-cities)
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Goal of this project
Create automated 
verification tools, such 
as SMT solvers, that 
can verify properties 
of trained DNN models 
used in real-world 
safety-critical systems



The rest of this talk
• Motivating problem 

• The ACAS Xu flight collision 
avoidance system, its DNN 
implementation, and what we want 
to verify about it 

• Verifying DNNs with SMT solvers 
• Quick intro to SMT solving 
• What makes (D)NNs a challenge for 

SMT solvers? 
• How our verification tool works 
• What we can verify so far about the 

ACAS Xu system 
• Future plans and key takeaways



The ACAS X system

(www.ll.mit.edu/publications/technotes/TechNote_ACASX.pdf)

Input: sensor data 
once per second

Output: one of 5 resolution advisories 
(COC, weak left, weak right, 

strong left, strong right)

https://www.ll.mit.edu/publications/technotes/TechNote_ACASX.pdf


The ACAS Xu score table
• Associates a score with 

each (state, advisory) 
pair 

• 7-dimensional state: 
• ρ: distance from ownship to 

intruder 
• θ: angle to intruder 
• ψ: heading angle of intruder 
• vown: speed of ownship 
• vint: speed of intruder 
• 𝜏: time until loss of vertical 

separation 
• aprev: previous advisory

Needs 100s of GB of storage— 
too big for verified hardware!



The ACAS Xu deep neural network
• Trained on the score table 
• Input: [ρ, θ, ψ, vown, vint, 𝜏, aprev] 
• Output: Score associated with each of 5 possible 

advisories 
• ~600K parameters; trained model just a few MB

9 fully-connected layers w/ ReLU activations (f(x) = max(0, x))

ρ

θ

ψ

...

COC: 0.230892

weak right: 0.703941

...

......
......



• It's only an approximation of the original table 
• Is it safe? We want to verify properties such as: 

• If intruder is directly ahead and moving towards ownship, 
score for COC will not be minimal 

• If intruder is near and approaching from left, network will 
advise "strong right" 

• ...and more (see arxiv.org/abs/1702.01135)

Can we trust the ACAS Xu DNN?

https://arxiv.org/abs/1702.01135


“if intruder is near and 
approaching from left, 

network will advise 
‘strong right’”

… (n == 5 + m) ∨ (p ∧ ¬q) …

Property to be shownDescription of network

SMT Solver

SMT formula

satisfiable unsatisfiable

Verification strategy
SAT: determine if 
a Boolean formula 
(containing only 
Boolean variables, 
parens, ∧, ∨, ¬) is 
satisfiable 
SMT: determine 
satisfiability of a 
formula with 
respect to some 
theory (e.g., 
theory of linear 
real arithmetic)



The virtues of laziness
Eager approach: convert 
whole SMT formula to SAT 
formula immediately, then 
solve with SAT solver 
Lazy approach: use theory 
solvers, each specific to a 
particular theory—allows 
exploiting domain 
knowledge for efficiency

Lazy SMT solver architecture 
(from fm.csl.sri.com/SSFT16/slides.pdf)To exploit laziness, we need theory 

solvers specially for handling DNNs!

http://fm.csl.sri.com/SSFT16/slides.pdf
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Lazily handling ReLU activations

“if intruder is near and 
approaching from left, 

network will advise 
‘strong right’”

… (n == 5 + m) ∨ (p ∧ ¬q) …

Property to be shownDescription of network

SMT Solver

SMT formula

satisfiable unsatisfiable

LP solver Solver core SAT solver

SMT solver

LP + ReLU 
solver

ReLU constraints like x = max(0, y) can only be encoded as disjunctions! 
(x ≥ 0 ∧ x = y) ∨ (x < 0 ∧ x = 0)



What can we verify about ACAS Xu?

Property description Does it 
hold?

Solver 
time

Max. ReLU 
split depth 
(out of 300)

"if intruder is directly ahead and is 
moving towards ownship, score for COC 

will not be minimal"
7.8h 22

"if intruder is near and approaching from 
left, network advises 'strong right'" 5.4h 46

"if intruder is sufficiently far away, 
network advises COC" 50h 50

"for large vertical separation and 
previous 'weak left' advisory, network 

will either advise COC or continue 
advising 'weak left'"

11h 69

...and more (see arxiv.org/abs/1702.01135)

https://arxiv.org/abs/1702.01135


What's next?
• Support activation 

functions other than 
ReLU 

• Support network 
architectures other than 
fully-connected 
networks (like 
convolutional networks!) 

• Apply to more safety-
critical systems beyond 
ACAS Xu 
• What do you want verified?
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‘strong right’”

… (n == 5 + m) ∨ (p ∧ ¬q) …

Property to be shownDescription of network

SMT Solver

SMT formula

satisfiable unsatisfiable

It is possible to verify important properties 
of DNNs using SMT solvers

LP+ 
ReLU Core SATS Off-the-shelf solvers aren't enough—we 

need DNN-specific theory solvers to 
exploit the "lazy" SMT approach

Deep learning in safety-critical systems is 
probably here to stay


