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Motivation Methodology

Examples of observed behaviours

Formal model
We developed a formal model given as a cat file [1] for GPUs
which is sound for over 10,000 litmus tests run on 5 Nvidia chips
over 3 architectures (Fermi, Kepler, Maxwell)

• Multicore systems (e.g. Nvidia GPUs) implement weak
memory models [1]; i.e. executions that do not correspond to
an interleaving of concurrent instructions are observable.

• Documentation for such behaviours is often sparse and
written in prose, which is prone to misinterpretations and
can lead to bugs in applications.

• We explore which weak behaviours are experimentally
observable on GPU chips; we compare our results to GPU
applications containing synchronisation idioms. Finally, we
give a formal GPU model which is sound w.r.t. our
experimental data.

Pictures computed using an octree given in GPU Computing
Gems: Jade Edition [2] on an Nvidia Tesla C2075. Errors in
picture (a) are due to weak memory behaviours. Picture (b) is
from code that has been experimentally fixed by us.

Pictures computed using a hash table in CUDA by Example [3]
on an Nvidia Tesla C2075. Errors in picture (c) are due to weak
memory behaviours. Picture (d) is from code that has been
experimentally fixed by us. Led to an official Nvidia erratum [4].
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