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ABSTRACT

Algorithms and data structures for data plane network functions
have been extensively studied in the literature. Recently various
compact data structures and algorithms have been used in data
plane to achieve less memory cost and higher throughput. However,
most of these studies only focus on individual network functions,
such as packet forwarding information base (FIB), traffic measure-
ment, and load balancing. To our knowledge, no study has been
conducted to design compact data structures and algorithms for
multiple and co-located network functions. We argue that there is a
huge space of optimization if we design algorithms and data struc-
tures considering multiple co-located network functions, compared
to designing them individually. It is because many of them share
similar design goals and building blocks. We use two recently pub-
lished methods as examples and present a new memory-compact
design that serves both FIB and traffic measurement functions by a
novel integration of the two methods. The preliminary results show
that the new design can achieve almost 2x throughput compared
to running them individually while achieving a higher accuracy of
measurement using the same memory. In addition, we will discuss
potential research directions and challenges.
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1 INTRODUCTION

Data plane algorithms and data structures of computer networks
have been studied extensively, such as those for packet forward-
ing, packet measurement and monitoring, load balancing, firewalls,
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network address translation (NAT), and other network functions.
Recent advances of programmable networking [3, 8, 17, 25, 33, 35,
37] use software, running on general-purpose computers or pro-
grammable switches, to perform network forwarding and functions,
brings tremendous advantages and conveniences for designing and
implementing new data plane algorithms and data structures.

We have witnessed a line of extensive studies of using space-
compact algorithms and data structures for packet measurement
and monitoring [12, 15, 22, 29ś31, 43, 45, 50]. These data structures
include variants of cardinality-estimation sketches [4, 6, 19] and
frequency-estimation sketches [9, 12]. Meanwhile we have also no-
ticed a line of research of applying other space-compact algorithms
and data structures for network forwarding information base (FIB)
[13, 20, 26, 34, 38, 44, 46, 48, 49] and load balancing [14, 32, 47].
These data structures include variants of Bloom filters [7], cuckoo
hashing [36], Bloomier filters [10, 11], and a recent design called
Ludo hashing [38]. Both research topics frequently appeared in
recent main-stream networking conferences such as SIGCOMM,
SIGMETRICS, NSDI, ICNP, INFOCOM, and ANCS. An interesting
observation is that, although both packet measurement and for-
warding are necessary network functions and many programmable
switches/routers that support packet measurement should also sup-
port packet forwarding, none of these studies in the first line of
research has considered optimizing packet forwarding while de-
signing their methods. Similarly, none of the studies in the second
line of research has considered the co-existence of packet measure-
ment. One natural challenge is, since many of these designs set
their goal as achieving line rate on hardware or software switches,
will the line rate still be preserved if a switch needs to execute
both measurement and forwarding ś a very common situation in
practice? To our knowledge, no study has been conducted to design
compact data structures and algorithms for multiple and co-existed
network functions from the above ones (e.g., one data structure and
algorithm to support both packet measurement and forwarding).

We argue that there is a huge space of optimization if we
design algorithms and data structures by considering multiple co-
located network functions, compared to designing them individu-
ally. At the very least, we can get an immediate benefit by putting
them together in the following example. Sketches, Bloom filters,
and hash tables all require computing multiple universal hash func-
tions. These hash functions must be independent to satisfy certain
properties of these algorithms. However, they do not have to be
independent across two different functions. One hash value can
be used in a measurement sketch and used again in a forwarding
table lookup, since they are independent functions by themselves.
Hence the number of hash computations can be reduced signifi-
cantly compared to executing them separately. It has been reported
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that the number of per-packet hash computations contributes to
the bottleneck overhead that prevents data plane packet process-
ing from achieving the line rate [29]. The simple idea above can
definitely help to achieve or at least be closer to the line rate when
we need to run both forwarding and measurement functions. The
optimization space is more than this single one, as we will explain
later.

We expect a great future of optimizing algorithms for co-existed
network functions because:

(1) The data plane algorithms and data structures for different
network functions usually share similar design goals. First,
they require space efficiency. It is because they are hosted
in special hardware (e.g., SRAM) or high levels of the mem-
ory hierarchy (e.g., cache), where the memory is fast, small,
expensive, and power-hungry. Second, they need to be fast
enough to achieve line rate. Third, they should support dy-
namic updates to work in practice.

(2) These algorithms and data structures also share similar com-
putation steps. For example, we explained earlier that they
all need to compute multiple independent hash functions.

(3) These algorithms and data structures can be co-located to
reduce space cost and/or reduce the number of memory
accesses per packet, another main overhead of packet pro-
cessing [29]. For example, it is possible to store the measure-
ment sketch and the forwarding port of a flow together in a
same memory unit to reduce the number of random memory
accesses.

To demonstrate the power of consolidated design of network
functions, we study two very recent papers, one for FIBs and the
other for measurement sketches, from the program ofACM SIGMET-

RICS (June 2020) [38, 50] and published by two different groups. We
present a new data plane design that serves both memory-compact
FIB and traffic measurement functions by a novel integration of the
two methods. The preliminary results show that the new design
can achieve almost 2x throughput compared to running them indi-
vidually while achieving higher accuracy of measurement in theory.
In addition, we will discuss potential research directions towards
finding better algorithm and data structure designs that support
multiple network functions. We believe this paper introduces a new
research direction that has potential big impacts to networking
research.

2 RELATEDWORK

Since data plane fast memory is precious resource, extensive stud-
ies have been conducted to design memory-compact data plane
algorithms and data structures.

Sketching algorithms for trafficmeasurement. Sketches are
important tools for network measurement tasks on programmable
software/hardware switches that have limited memory [12, 15, 22,
29ś31, 43, 45, 50]. They are able to conduct tasks such as estimating
the sizes (number of packets) and cardinalities (number of distinct
elements) of network traffic flows and find heavy hitters (elephant
flows). Count-Min Sketches [12] are designed to estimate the flow
sizes with memory/accuracy trade-offs. OpenSketch [45] is one of
the first works that implement sketches on programmable switches
for traffic measurement. UnivMon [30] provides a more generic
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Figure 1: Ludo hashing

algorithm design, in which the control plane can support a wide
range of estimation algorithms for different application-level mea-
surement tasks. SketchVisor [22] improves the performance of flow
measurement sketches by introducing a fast path (a separate sketch
with smaller memory) to process the top-k largest flows. NitroS-
ketch [29] is another design to solve the processing speed issues of
sketches using sampling. Recently a generalized sketch family has
been proposed to achieve various measurement tasks [50].

Memory-efficient FIBs. A forwarding information base (FIB)
on a network router or switch is a fundamental function to process
every packet. It tells the forwarding action (which port to send
the packet or drop it) based on the lookup result of the packet ID
(e.g., flow ID, four tuple, or destination address). Buffalo [44] is an
layer-two enterprise network switch design based on Bloom filters.
CuckooSwitch [49] is a software switch based on cuckoo hash tables
[36]. SetSep [16, 48] is a lookup table that uses brute force to resolve
collisions, with applications of LTE packet forwarding [48]. Concise
[46] is a memory-efficient FIB design using Bloomier filters [10, 11]
and the update method called Othello hashing. Shi et al. present
the comparison among FIB designs using various compact data
structures [39]. Ludo hashing [38] is a recent work that achieves
the smallest memory cost of dynamic FIB data structures among
existing work.

Other network functions using compact data structures.

Cuckoo hash tables and Othello have been used for difference cloud
load balancer designs [14, 32, 40]. Bloom filters have been used for
cloud firewalls [23].

3 A CONSOLIDATED ALGORITHM DESIGN

We present a new data plane design that serves both memory-
compact FIB and traffic measurement functions by a novel integra-
tion of the two methods [38, 50] that were recently presented on
SIGMETRICS on June 2020.

3.1 Background

We first briefly described the algorithms and data structures used
in [38, 50].

Ludo hashing is a key-value lookup engine with very small
memory cost [38]. For each key, it can return the corresponding
value of the key. Hence it can be used as a FIB on memory-limited
devices. For each packet, depending on the network operation
requirement, the lookup key can be the destination address for
destination-based routing or flow ID (such as the four tuples) for
flow-based routing. The returned value is the index for forwarding
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Figure 2: cSketch

actions (such as which port to forward or drop the packet). Here we
use f to denote the key for packet forwarding lookups. As shown in
Fig. 1, the data structure of Ludo hashing is a tuple ⟨O,T ,h0,h1,H⟩

whereT is an array of buckets (on the right side of the figure), each
bucket includes a hash seed s and four slots storing up to 4 values;
h0 and h1 are two uniform hash functions; O is a Bloomier filter
[10, 46] that maintains two bitmapsA and B and returns 1-bit value
to indicate whether a key f is mapped to bucket h0(f ) or h1(f );
and H is a universal hash function family. The query of a key f

will output the value vf . Ludo hashing will query the Bloomier
filter first to get whether the value is stored in bucket h0(f ) or
h1(f ) and then determine the slot index t that stores the value by
computing t = Hs (f ) where s is the seed stored in this bucket
and t ∈ {0, 1, 2, 3}. Finally, the value in slot t of bucket hb (f ) is
returned as vf . Other designs, such as how to construct and update
the data structure and control plane/data plane communication, are
skipped here.

Zhou et al. present a generalized sketch families for traffic mea-
surement [50]. One proposed sketch is called cSketch, which is an
extension of the well-known CountMin Sketch (CM-Sketch) [12].
As shown in Fig. 2, cSketch maintains m arrays, each of which
includes d estimators. So there aremd estimators from e11 to emd .
Each estimator provides the approximate count of the flow f that
maps to this estimator. An estimator can be implemented by a
bitmap [41], FM sketch [19], Hyperloglog sketch [18], or simply an
integer counter. Each packet is identified by < f , i >. If cSketch
wants to count the size of flows to identify elephant flows, f can be
set to the four tuples, and i can be the TCP sequence number and
other fields that differ among different packets. If cSketch wants to
count the ‘flow spread’, i.e., how many sources have been sent to a
particular destination, for applications like DDoS detection, then
f can be the destination IP/MAC address and i can be the source
IP address. For each packet, for each array j, cSketch computes
hj (f ) and update the hj (f )-th estimator. To query the size of a flow,
cSketch will return the minimum value of them estimators of the
flow f .

3.2 Integrating Ludo and cSketch

We find that for each packet, Ludo needs to compute four indepen-
dent hash functions h, h′, one of h0 and h1, and H . It also needs
three random memory accesses to read one bit fromA, one bit from
B, and a bucket in T . For cSketch, it needs to compute at leastm
independent hash functions, one for each array. More hashes may
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be needed to compute complicated estimators such as the Hyper-
loglog sketch. It also needsm random memory accesses. In practice,
m is usually set to 3 to 5, because a largem significantly limits the
packet throughput.

Our idea is to reduce the processing time by consolidating Ludo
and cSketch is to share the hash results and co-locate the memory
spaces of them for a same key f . Both Ludo and cSketch assume
a hash value to be 32-bit long to support up to 2

32 length of ar-
rays/bitmaps/buckets. As shown in Fig. 3, we propose a design to
co-locate 3 cSketch arrays with Ludo called LuCS, where each array
j contains d estimators ei1, ei2, ..., eid . In practice, n, the length
of bitmap A, is much larger than d . We align each estimator with
k = n/d bits in the bitmap A. The estimator and the k bits are
co-located in a same memory unit. In Fig. 3, k = 3. Each estimator
will be responsible for counting all keys that are hashed to the 3 bits
inA. Hence when the h(f ) bit inA is accessed, the estimator of f is
simultaneously accessed. Similarly bitmap B can be co-located with
another estimator array including e21, e22, ..., e2d . The third array
of cSketch can be put together with the bucket table. For example,
in Fig. 3 an estimator is put at the end of each bucket, which counts
all packets whose flow ID f is mapped to the bucket. Note the
number of estimators d can be dynamically adjusted. Hence it is
also possible to put one estimator for two buckets. It is not always
possible to put a whole bucket in a 64-bit memory unit but they are
in a same cacheline unit. Hence the time of memory access was also
significantly reduced. Using this data structure, at least for three
estimator arrays, very little extra complexity of hash computation
and memory accesses are needed besides the original cost of Ludo.
Note Ludo needs a fourth hash functionHs (f ), whose result can
be used for the fourth array if the fourth array is needed. A fifth
array, if necessary, can be separately maintained since these arrays
are mutually independent. The vSketch design proposed in [50]
can also be co-located with Ludo similarly.
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Consolidated table for top-k flows. Many traffic measure-
ment tools require to track the top-k flows in a heap, in order to
notify the control plane any elephant flow, such as UnivMon [30]
and NitroSketch [29]. Maintaining the top-k flows is also beneficial
for packet forwarding: Since it is well-known that network traffic
is likely to follow power-law distribution [21, 27, 42], most packet
forwarding actions are also among the top-k flows. Hence if we
maintain a hash table that allows one hash computation and one
memory access to retrieve the action, the overall lookup perfor-
mance can be improved. Note the hash value used for the top-k
table can be again used for Ludo because they are independent data
structures. The bucket overflow of the hash table can be reduced
by lowering the load factor. Since k is a small value, lowering the
load factor does not significantly increase memory cost.

Assume a factionp of packets are in top-k , the time for computing
a hash function is Th , and the time for one random memory access
is Tr . The overall time cost for each lookup with a top-k table is

(p + 3 − 3p)Th + (p + 3 − 3p)Tr = (3 − 2p)Th + (3 − 2p)Tr

Ifp = 0.5, the value is 2Th+2Tr . Ifp = 0.8, the value is 1.4Th+1.4Tr .
They are much smaller than the original complexity 4Th + 3Tr .

We present a consolidated table for tracking and querying top-
k flows, as shown in Fig. 4. The physical organization is a hash
table with multiple buckets, each of which has s slots. We do not
use Cuckoo hash table [36] because Cuckoo requires 1.5 memory
accesses for each lookup among top-k and 2 memory accesses for
each outside top-k . Since the hash table may have overflow, certain
methods will be used to mitigate this problem, such as lowering the
load factor and limited linear probing. Since k is a small number, it
is relatively easy to resolve these problems by trading with some
extra memory space. Each slot of the table contains the flow ID f ,
the forwarding action index v , the estimation of the flow size e , the
parent node p in the heap, and the left and right children cl and cr .
p, cl , and cr are represented by the indices of these nodes in the
table. The virtual heap structure is formed by using the values of p,
cl , and cr , as shown in the right side of Fig. 4.

Why does this design save memory compared to maintaining a
table and a heap separately? f contributes to the majority storage
in the table. A four tuple costs 96 bits, e may cost 20 to 30 bits,
while each of others only cost no more than 10 bits. Maintaining
the table and heap separately needs to store two copies of f hence
it increases memory cost.

3.3 Analysis of LuCS

LuCS is a preferred design compared to using Ludo and cSketch
individually because 1) it provides higher lookup speed and 2)
it provides higher accuracy of flow size estimation at the same
memory cost (or potentially smaller memory to reach a target
accuracy).

Lookup time analysis. Assume the time for computing a hash
function is Th , the time for one random memory access is Tr , and
the time for one memory write is Tw . Note that in a platform with
memory hierarchy, Tr may not be fixed, but still the overall lookup
time would be less with fewer memory accesses in theory. For every
packet, the data plane wants to know the its forwarding action and
its estimated size (to report if it is considered an elephant flow),
Ludo requires 4Th + 3Tr and cSketch requires 3Th + 3Tr + Tw ,

assuming m = 3 and each estimator is simply a counter. Hence
they require 7Th + 6Tr + Tw in total. On the other hand, LuCS
only requires 4Th + 3Tr +Tw . There is another factor that would
further reduce LuCS’s lookup time. We know that in practice a
large proportion of packets belong to the top-k flows. In platform
with memory hierarchy such as software switches on commodity
servers, it is desired that lookups to the top-k flows should hit the
fast memory such as cache. The LuCS design makes the memory
locations of top-k flows of both Ludo and cSketch co-located and
hence it increases the cache hit rate. Running Ludo and cSketch
individually will likely to cause more cache misses.

Accuracy analysis.We show that the estimator arrays co-located
with Ludo actually achieves a better accuracy than using cSketch
separately. It is known that CM-Sketches (and cSketch too) will
over-count the size or spread of a flow, due to collisions among
different flows. Let Xi denote the excess of an estimator array i of
cSketch. Let f be a flow, cf be the count of f (e.g., the size), and
c̃f be the reported estimate of f . Yi , j be the indicator of the event
hi (j) = hi (f ) and a , j in cSketch. Let Xi denote the excess of an
estimator array i of cSketch: Xi = c̃f − cf . Hence Xi = Σjc jYi , j .

The first and second estimator arrays of LuCS are identical to
the first two arrays of cSketch. Let us compare the estimators
e31, e32, ..., e3d of LuCS of those in cSketch. Assume the number of
all flows is n and the number of buckets in Ludo is 1.05n/4. Hence
E[Yi , j ] = 3.8/n. Let C be the count of all flows. Thus

E[Xi ] = Σj3.8fj/n = 3.8(C − cf )/n

Based on Markov’s inequality, we have

P{Xi ≥ ϵ(C − cf )/n} ≤ 3.8/ϵ

On the other hand, letX ′ denote the excess of the third estimator
array of LuCS and Y ′

j be the indicator of the event h3(j) = h3(f )

and a , j in LuCS. Note the number of collisions to f in Ludo
is bounded by 3 with average 2.8, i.e., the other three values in a
bucket. Hence we have

E[X ′] = 2.8(C − cf )

P{X ′ ≥ ϵ(C − cf )/n} ≤ 2.8/ϵ

Hence using the same memory size and computation time, X ′ is
smaller than Xi by utilizing the feature of Ludo hashing. Since we
take the minimum count from the estimators from all arrays, the
probability that the reported excess X is bigger than a particular
value is the product of that probability from each array.

P{X ≥ ϵ(C − cf )/n} = ΠiP{Xi ≥ ϵ(C − cf )/n}

Hence the overall estimation of LuCS is also more accurate.
Compared to OpenFlow-style tables. An intuitive approach

for co-located network functions is to apply OpenFlow-style tables
[2] where each entry of the tables represents one flow or one type
of flows. Following the matching fields of each entry, each łactionž
field can express a network function. The major weakness of this
design is that its memory cost is very high (>356 bit per flow),
compared to many compact data structures that costs 10 to 20 bits
per flow [38, 46]. In addition, OpenFlow tables cannot be integrated
with counting sketches because flows cannot shared counters.
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Figure 6: Throughput comparison with Zipfian traffic

3.4 Preliminary results

We implement LuCS and compare it with using both Ludo and CM-
Sketch [12] (CM-Sketch can be considered a special case of cSketch).
They were run in single thread on a commodity workstation with
two Intel E5-2660 v3 10-core CPUs at 2.60GHz. The trafficworkloads
are in two types: in the uniform distribution and Zipfian distribution.
For the uniform distribution, all flows are requested with an equal
probability. For the Zipfian distribution, items are requested with
biased probabilities, which better simulates the workload in most
practical systems.

Figs. 5 and 6 show the throughput results, in millions of queries
per second (Mqps), for uniform and Zipfian traffic respectively.
The overall memory costs of LuCS and Ludo+CM-Sketch are the
same. We find that LuCS achieves almost twice of the throughput
of Ludo+CM-Sketch. The throughput results from both figures
experience drops when the number of flows exceeds certain values,
which indicate the memory cost exceeds the cache size. Compared
Fig. 5 with Fig. 6, the throughput with Zipfian traffic is also higher
than those of uniform traffic, because Zipfian causes fewer cache
misses. The results are close to those from recent work that aims
to achieve fast packet processing [29, 50]. The source code of LuCS
is available for reproduction [1].

4 POSSIBLE RESEARCH DIRECTIONS

The research of algorithm designs for consolidated network func-
tions is not limited to the above example. We identify possible
research topics towards this field in this section.

4.1 Systematical design methodologies

As we stated, numerous algorithmic designs of network functions
have been proposed in the past. Canwe identify possible approaches
to find those algorithms that can be consolidated. We propose some
possible methodologies.

1. Do these network functions apply to the same packet header

fields. Depending on the network operation requirements, different
network functionsmay operate on different packet header fields. For
example, in a network with Ethernet semantics, packet forwarding
is based on the MAC address [24]. In a flow-based network, packet
forwarding may be based on the four-tuple. To count the flow size,
the hash key could be the four tuples. To count the flow spread, the
hash key should be the destination address (IP or MAC). The first
step of designing algorithms for consolidated network functions
is to identify their operation targets and find those that share the
same operation fields. In addition, some network functions operate
on the content of a packet, such as content-based routing and
distributed caching [28]. They can also be designed together to
optimize network performance.

2. Do these network functions share similar data structures. Each
compact network algorithm uses one or more data structures, most
of which are hashing based. If two network functions obviously rely
on similar data structures, it is a natural decision for a consolidated
design. For example, BUFFALO [44] and CAESAR [34] use Bloom
filters for packet forwarding and Bloom filters are also key building
blocks of the bSketch [50]. A co-located data structure based on
Bloom filters can be designed similar to LuCS presented in Section
3. Furthermore, even if some network functions do not use exactly
the same data structures, like Lodu and cSketch, they can still be
optimized by consolidation. The main reason is that many data
structures require to map the keys uniformly to a bitmap, array, or
table.

3. Can one feature of a data structure be used by others. Some
data structures achieve certain features by paying some memory
or computation cost. For example, Cuckoo hashing [36] uses two
hashes and more space (load factor lower than 100%) to resolve
collisions. Ludo hashing [38] uses 3.76 bits per key to resolve the col-
lisions. These collision resolution results can also benefit sketches
because the estimation errors are caused by collisions. As we show
in Section 3 that putting the estimators with Ludo will actually
decrease the error. It is interesting to explore other features that
can be utilized by multiple data structures.

4. Do these network functions track similar information. The con-
solidated top-k flow table in Section 3 shows that some information
can be tracked among multiple network functions and only be
maintained in one copy. Similar information could be the popular
contents, congested links, and overloaded servers. We will study
how maintaining these information helps multiple network func-
tions.

4.2 Update and coordination

Many compact data plane algorithms and data structures require
the control plane coordination to maintain consistency and correct-
ness, such as those in [30, 38, 44, 46, 48]. One important challenge
is that some updates to these data plane algorithms cannot be im-
mediately determined and reflected in the data plane, because the
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keys benefit possible combination
FIB+ flow-size sketch flow ID faster processing, higher accuracy Ludo+cSketch

FIB+ flow-spread sketch destination faster processing, higher accuracy (Ludo + cSketch) or (Buffalo [44] + bSketch [50])
LB+NAT four-tuple smaller memory, faster processing Maglev [14] or Concury [40] + NAT

LB+sketches four-tuple faster processing Maglev [14] or Concury [40] + cSketch
FIB+sketches with samples flow ID or destination less memory per node, higher accuracy Ludo+NitroSketch [29]

Table 1: Examples of possible consolidation of NF algorithms. LB: load balancer; NAT: network address translation;

data plane either does not have enough information or does not
have enough computation power. However, both packet measure-
ment and forwarding require instant operations on the packets.
One approach that works in practice is the maintain a separate
table of the new arrival or changed flows, instead of putting them
into the compact data structure. Then periodically the control plane
will combine the temporal table into the compact data structure
and allow the data plane to update according to the control plane
update messages. More approaches should be explored under this
topic.

4.3 Network-wide optimization

It is true that every network device needs to have the forward-
ing functions. However, for other network functions, a network
may need only one or a few nodes to provide these functions. In
addition, with programmable networking such as SDN, it is possi-
ble that multiple network nodes collaboratively complete certain
network operations. For example, a flow can be monitored at any
switch on its forwarding path. The SDN controller can optimize
the network operation load distribution to all nodes based on the
resource availability and cost on these nodes. We summarize the
following challenges of network-wide optimization. i) Heterogene-
ity is ubiquitous in the network, i.e., different nodes and hosts have
varied configuration. ii) Resource consumptions of different flows
are highly coupled together in some cases. For example, in traffic
measurement, a bitmap may be used for flow number estimation. If
we double the bitmap size, the estimation accuracy does not double.
Hence an optimized strategy is to allow different nodes maintain
proper sizes of bitmaps, and assign the flow measurement tasks
approximately evenly to the nodes. iii) Correlation between differ-
ent tasks further complicates the optimization. First of all, some
tasks may composite together to form a more complicated task,
such as heavy-hitter detection [5]. Second, some computational
resources could be saved if one flow has several tasks conducted
at the same node. We notice that most existing designs of compact
network functions are based on one single node and they pay little
attention to the network-wide optimization. The key motivation of
network-wide optimization is that, the increasing use of software
switches enables a network function can be executed anywhere
in the network. By using the entire network to complete these
functions, the overhead on every single node can significantly be
reduced. More research is expected to be conducted on this topic.

4.4 Generalizability of NF algorithm co-design

Following the principles discussed above, we suggest a number
of possible consolidated data plane algorithms in Table 1. FIB+

flow-size/flow-spread sketches have been discussed in Sec. 3. In
addition, a load balancer can be combined with a NAT to achieve
both functions while storing the flow IDs in the lookup table only
once. Hence this design reduces the memory cost. A load balancer
could also be consolidated with sketches to count the flow sizes and
the traffic load to different servers. We also propose a co-design
of FIB and sampling-based sketches following the idea in Sec. 4.3.
Sampling-based sketches such as NitroSketch [29] achieve the line-
rate process but significantly increase the memory cost. We propose
to embed the sketch function into different FIBs across the network
while achieving line-rate on every forwarding node and distribute
the memory cost to different nodes.

4.5 Make use of existing design modules

Consolidated data plane algorithms do not simply play the inte-
gration versus modularity game. In fact, they can be designed in a
way that preserves the current modules of data plane algorithms.
Most recently proposed data plane algorithms consist of two main
components: 1) the data plane module that processes packets and
2) the control plane module that builds the data plane module and
tracks the necessary information such as active flows and desti-
nation addresses, such as those in [29, 38, 40]. The data plane and
control plane modules communicate via custom-defined control
messages. In the proposed design, the data plane modules will be
replaced by the consolidated data structures, but the control plane
modules of the individual network functions are still preserved. A
middle layer will be added in the control plane to use the output of
the individual modules as inputs to produce the consolidated data
structures.

5 CONCLUSION
In this paper, we introduce the opportunities of designing co-located
and consolidated network functions using compact algorithms and
data structures, to achieve fast packet processing, smaller memory,
and/or higher accuracy of network measurement. We present LuCS
that serves both memory-compact FIB and traffic measurement
functions of two recently proposed methods Ludo hashing [38] and
cSketch [50].We show LuCS provides 2x throughput in experiments
and higher accuracy in analysis, compared to running the two
original methods. We also identify the potential research directions
and challenges along this research direction. We believe this new
field has potential big impacts on networking research.
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