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Overview / Motive

● Sound isn’t “seen,” but is heard

● Visualizations don’t commonly use sound

● Visualize with a different perspective



Problem

● The untrained ear

● Lack of distinction with sounds
○ Direct mapping of data to sound frequency
○ Static and annoyance
○ Unappealing

● Music
○ Using a Music Theory approach







Some things I’m using…

● C# && .NET framework
○ Natively supports manipulating image files

● midi-dot-net (C#)
○ Library for MIDI playback
○ Simple without hassles



The Data

● A picture! Hopefully a high-resolution one.
● How’s this broken up?

○ Gradient map generated per-pixel
○ Color value correlated to note (C-B)
○ More intense colors (brighter)

are reflected with Major
○ Less intense colors (dull, darker)

are reflected with Minor



Things Learned

Music is not easily dynamically generated in 
nice formations. Even Wolfram-Alpha has 
issues with this.
Background tunes are easier(ly) generated with 
Music Theory. They tend to sound like 
Runescape, but that’s kinda what their 
soundtrack is made from.



Other things learned

Color has a minimal amount of data with a 
great amount of sub-data to be derived from it.
I.E. Gradient, diff, brightness, and pretty much 
all the PhotoShop read-functions out there.
Mapping these to sound without making it 
obvious and coherent is very difficult



More things learned

Orchestra not possible without creating many 
many presets. 
At this point, dynamic music hits its limitation.
Wolfram Alpha music generator isn’t coherent.
Theming isn’t always accurate. Music doesn’t 
break down linearly.
Someone needs to do this for a grad project.


