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Appendix D

Matrix Powers and
Exponentials

The first order scalar linear differential equation u0.t/ D au.t/ has the solution u.t/ D
eatu.0/ and so

ju.t/j ! 0 as t ! 1 for any u.0/ () Re.a/ < 0;

ju.t/j remains bounded as t ! 1 for any u.0/ () Re.a/ � 0;

ju.t/j ! 1 as t ! 1 for any u.0/ ¤ 0 () Re.a/ > 0:

(D.1)

The first order scalar linear difference equation U nC1 D bU n has the solution U n D bnU 0

and so

jU nj ! 0 as n ! 1 for any U 0 () jbj < 1;

jU nj remains bounded as n ! 1 for any U 0 () jbj � 1;

jU nj ! 1 as n ! 1 for any U 0 ¤ 0 () jbj > 1:

(D.2)

For these first order scalar equations the behavior is very easy to predict. The purpose of this
appendix is to review the extension of these results to the vector case, for linear differential
equations u0.t/ D Au.t/ and difference equations U nC1 D BU n, where u.t/; U n 2 Rm

and A; B 2 Rm�m, or more generally could be complex valued. This analysis relies on
a good understanding of the material in Appendix C on eigendecompositions of matrices,
and of the Jordan canonical form for the more interesting defective case.

In the scalar case there is a close relation between the results stated above in (D.1)
and (D.2) for u0 D au and U nC1 D bU n, respectively. If we introduce a time step �t D 1

and let U n D u.n/ D eanu.0/ be the solution to the ordinary differential equation (ODE)
at discrete times, then U nC1 D bU n where b D ea. Since the function ez maps the left
half-plane to the unit circle, we have

jbj < 1 () Re.a/ < 0;

jbj D 1 () Re.a/ D 0;

jbj > 1 () Re.a/ > 0:

(D.3)

Similarly, for the system cases we will see that boundedness of the solutions depends on
eigenvalues of B lying inside the unit circle, or eigenvalues of A lying in the left half-plane,
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286 Appendix D. Matrix Powers and Exponentials

although the possibility of multiple eigenvalues makes the analysis somewhat more com-
plicated. We will also see in Section D.4 that when the matrix involved is nonnormal the
eigenvalues do not tell the full story—rapid transient growth in powers or the exponential
can be observed even if there is eventual decay.

In the rest of this chapter we will use the symbol A as our general symbol in dis-
cussing both matrix powers and exponentials, but the reader should keep in mind that re-
sults on powers typically involve the unit circle, while results on exponentials concern the
left half-plane.

D.1 The resolvent
Several of the bounds discussed below involve the resolvent of a matrix A, which is the
complex matrix-valued function .zI � A/�1. The domain of this function is the complex
plane minus the eigenvalues of A, since the matrix zI � A is noninvertible at these points.
Bounds on the growth of An or eAt can be derived based on the size of k.zI � A/�1k
over suitably chosen regions of the complex plane. These are generally obtained using the
following representation of a function f .A/, the natural extension of the Cauchy integral
formula to matrices.

Definition D.1. If � is any closed contour in the complex plane that encloses the eigenval-
ues of A and if f .z/ is an analytic function within � , then the matrix f .A/ can be defined
by

f .A/ D
1

2� i

Z

�

f .z/.zI � A/�1 dz: (D.4)

The value is independent of the choice of � .

For some functions f .z/, such as ez , it may not be clear what f .A/ means for a
matrix, and this can be used as the definition of f .A/. (Some other definitions of eA are
given in Section D.3, which are equivalent.) The representation (D.4) can also be useful
computationally and is one approach to computing the matrix exponential; see, e.g., [53]
and Section 11.6.1.

For the function f .z/ D zn (or any polynomial in z) the meaning of f .A/ is clear
since we know how to compute powers of a matrix, but (D.4) gives a different representa-
tion of the function that is sometimes useful in obtaining upper bounds.

D.2 Powers of matrices
Consider the linear difference equation

U nC1 D AU n (D.5)

for some iteration matrix A. The study of the asymptotic behavior of kU nk is important
both in studying stability of finite difference methods and in studying convergence of iter-
ative method for solving linear systems.

From (D.5) we obtain
kU nC1k � kAk kU nkD
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D.2. Powers of matrices 287

in any norm and hence
kU nk � kAknkU 0k: (D.6)

Alternatively, we can start with U nC1 D AnU 0 to obtain

kU nk � kAnk kU 0k: (D.7)

Since kAnk � kAkn this again leads to (D.6), but in many cases kAnk is much smaller
than kAkn and the form (D.7) may be more powerful.

If there exists any norm in which kAk < 1, then (D.6) shows that kU nk ! 0 as
n ! 1. This is true not only in this particular norm but also in any other norm. Recall
we are only considering matrix norms that are subordinate to some vector norm and that in
a finite dimensional space of fixed dimension m all such norms are equivalent in the sense
of (A.6). From these inequalities it follows that if kU nk ! 0 in any norm, then it goes to
zero in every equivalent norm, and similarly if kU nk blows up in some norm, then it blows
up in every equivalent norm. Moreover, if kAk D 1 in some norm, then kU nk remains
uniformly bounded as n ! 1 in any equivalent norm.

From Theorem C.4 we thus obtain directly the following results.

Theorem D.1. (a) Suppose �.A/ < 1. Then kU nk ! 0 as n ! 1 in any vector norm. (b)
Suppose �.A/ D 1 and A has no defective eigenvalues of modulus 1. Then kU nk remains
bounded as n ! 1 in any vector norm, and there exists a norm in which kU nk � kU 0k.

Note that result (a) holds even if A has defective eigenvalues of modulus �.A/ by
choosing � < 1 � �.A/ in Theorem C.4(b).

If A is diagonalizable, then the results of Theorem D.1 can also be obtained directly
from the eigendecomposition of A. Write A D RƒR�1, where

ƒ D diag.�1; �2; : : : ; �m/

is the diagonal matrix of eigenvalues of A and R is the matrix of right eigenvectors of A.
Then the nth power of A is given by An D RƒnR�1 and

kU nk � kAnk kU 0k
� �.R/�.A/n kU 0k;

(D.8)

where �.R/ D kRk kR�1k is the condition number of R in whatever norm we are us-
ing. Note that if the value of �.R/ is large, then kU nk could grow to large values before
decaying, even in �.A/ < 1 (see Example D.2).

If A is a normal matrix and we use the 2-norm, then �2.R/ D 1 and we have the nice
result that

kU nk2 � �.A/nkU 0k2 if A is normal: (D.9)

For normal matrices, or for those close to normal, �.A/ gives a good indication of the
behavior of kU nk2. For matrices that are far from being normal, the spectral radius may
give a poor indication of how kU nk behaves. The nonnormal case is considered further in
Section D.4.D
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288 Appendix D. Matrix Powers and Exponentials

More detailed information about the behavior of kU nk can be obtained by decom-
posing U 0 into eigencomponents. Still assuming A is diagonalizable, we can write

U 0 D W 0
1 r1 C W 0

2 r2 C � � � C W 0
mrm D RW 0;

where r1; : : : ; rm are the eigenvectors of A and the vector W 0 is given by W 0 D R�1U 0.
Multiplying U 0 by A multiplies each rp by �p and so

U n D AnU 0 D W 0
1 �

n
1r1 C W 0

2 �
n
2r2 C � � � C W 0

m�
n
mrm D RƒnW 0: (D.10)

For large n this is dominated by the terms corresponding to the largest eigenvalues, and
hence the norm of this vector is proportional to �.A/n, at least for generic initial data. This
also shows that if �.A/ < 1, then U n ! 0, while if �.A/ > 1 we expect U n to blow up.

Note that for certain initial data kU nk may behave differently than �.A/n, at least in
exact arithmetic. For example, if U 0 is void in the dominant eigencomponents, then these
terms will be missing from (D.10), and the asymptotic growth or decay rate will be differ-
ent. In particular, it could happen that �.A/ > 1 and yet kU nk ! 0 for special data U 0

if some eigenvalues of A have modulus less than 1 and U 0 contains only these eigencom-
ponents. However, this generally is not relevant for the stability and convergence issues
considered in this book, where arbitrary initial data must be considered. Moreover, even if
U 0 is void of some eigencomponents, rounding errors introduced computationally in each
iteration U nC1 D AU n will typically be random and will contain all eigencomponents.
The growing modes may start out at the level of rounding error, but if �.A/ > 1 they will
grow exponentially and eventually dominate the solution so that the asymptotic behavior
will still be governed by �.A/n.

If A is defective, then we cannot express an arbitrary initial vector U 0 as a linear
combination of eigenvectors. However, using the Jordan canonical form A D RJR�1,
we can still write U 0 D RW 0, where W 0 D R�1U 0. The nonsingular matrix R now
contains principal vectors as well as eigenvectors, as discussed in Section C.3.

Example D.1. Consider the iteration U nC1 D AU n, where A is the 3�3 matrix from
Example C.4, having a single eigenvalue � with geometric multiplicity 1. If we decompose

U 0 D W 0
1 r1 C W 0

2 r2 C W 0
3 r3;

then multiplying by A gives

U 1 D W 0
1 �r1 C W 0

2 .r1 C �r2/C W 0
3 .r2 C �r3/

D .W 0
1 �C W 0

2 /r1 C .W 0
2 �C W 0

3 /r2 C W 0
3 �r3:

(D.11)

Repeating this shows that U n has the form

U n D AnU 0 D p1.�/r1 C p2.�/r2 C W 0
3 �

nr3;

where p1.�/ and p2.�/ are polynomials in � of degree n. It can be shown that

jp1.�/j � n2�nkW 0k2; jp2.�/j � n�nkW 0k2;

so that there are now algebraic terms (powers of n) in the asymptotic behavior in addition
to the exponential terms (�n). More generally, as we will see below, a Jordan block of order
k gives rise to terms of the form nk�1�n.D
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D.2. Powers of matrices 289

If j�j > 1, then the power nk�1 is swamped by the exponential growth and the
algebraic term is unimportant. If j�j < 1, then nk�1 grows algebraically but �n decays
exponentially and the product decays, nk�1�n ! 0 as n ! 1 for any k > 1.

The borderline case j�j D 1 is where this algebraic term makes a difference. In
this case �n remains bounded but nk�1�n does not. Note how this relates to the results of
Theorem D.1. If �.A/ < 1, then kAnk ! 0 even if A has defective eigenvalues of modulus
�.A/, since the exponential decay overpowers the algebraic growth. However, if �.A/ D
1, then the boundedness of kAnk depends on whether there are defective eigenvalues of
modulus 1. If so, then kAnk grows algebraically (but not exponentially).

Recall also from Theorem C.4 that in this latter case we can find, for any � > 0, a
norm in which kAk < 1 C �. This implies that kAnk < .1 C �/n. There may be growth,
but we can make the exponential growth rate arbitrarily slow. This is consistent with the
fact that in this case we have only algebraic growth. Exponential growth at rate .1 C �/n

eventually dominates algebraic growth nk�1 no matter how small � is, for any k.
To determine the algebraic growth factors for the general case of a defective matrix,

we can use the fact that if A D RJR�1 then An D RJ nR�1, and we can compute the nth
power of the Jordan matrix J . Recall that J is a block diagonal matrix with Jordan blocks
on the diagonal, and powers of J simply consist of powers of these blocks. For a single
Jordan block (C.9) of order k,

J.�; k/ D �Ik C Sk ;

where Sk is the shift matrix (C.10). Powers of J.�; k/ can be found using the binomial
expansion and the fact that Ik and Sk commute,

J.�; k/n D .�Ik C Sk /
n

�nIk C n�n�1Sk C
�

n

2

�
�n�2S2

k C
�

n

3

�
�n�3S3

k

C � � � C
�

n

n � 1

�
�Sn�1

k C Sn
k :

(D.12)

Note that for j < k, S
j

k
is the matrix with 1’s along the j th superdiagonal and zeros

everywhere else. For j � k, S
j

k
is the zero matrix. So the series in expression (D.12)

always terminates after at most k terms, and when n > k reduces to

J.�; k/n D �nIk C n�n�1Sk C
�

n

2

�
�n�2S2

k C
�

n

3

�
�n�3S3

k

C � � � C
�

n

k � 1

�
�n�kC1Sk�1

k :

(D.13)

Since
� n

j

�
D O.nj / as n ! 1, we see that J.�; k/n D P .n/�n, where P .n/ is a

matrix-valued polynomial of degree k � 1.D
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290 Appendix D. Matrix Powers and Exponentials

For example, returning to Example C.4, where k D 3, we have

J.�; 3/n D �nI3 C n�n�1S3 C
n.n � 1/

2
�n�2S2

3

D

2
4
�n n�n�1 n.n�1/

2
�n�2

0 �n n�n�1

0 0 �n

3
5 :

(D.14)

This shows that kJ nk � n2�n, the same result obtained in Example D.1,
If A is not normal, i.e., if AH A ¤ AAH , then kAk2 > �.A/ and �.A/n may not

give a very good indication of the behavior of kAnk. If A is diagonalizable, then we have

kAnk2 � kRk2kƒnk2kR�1k2 � �2.R/�.A/
n ; (D.15)

but if �2.R/ is large, then this may not be useful, particularly for smaller n. This does give
information about the asymptotic behavior as n ! 1, but in practice it may tell us little or
nothing about how kAnk2 is behaving for the finite values of n we care about in a particular
computation. See Section D.4 for more about the nonnormal case.

D.2.1 Solving linear difference equations

Matrix powers arise naturally when iterating with the first order linear difference equation
(D.5). In studying linear multistep methods we need the general solution to an r th order
linear difference equation of the form

a0V n C a1V nC1 C a2V nC2 C � � � C V nCr D 0 for n � 0: (D.16)

We have normalized the equation by assuming ar D 1. One approach to solving this is
given in Section 6.4.1, and here we give an alternative based on converting this r th order
equation into a first order system of r equations of the form (D.5) and then applying the
results just found for matrix powers.

We can rewrite (D.16) as a system of equations by introducing

U n
1 D V n; U n

2 D V nC1; : : : ; U n
r D V nCr�1: (D.17)

Then (D.16) takes the form
U nC1 D C U n; (D.18)

where

C D

2
66666664

0 1

0 1

0 1
: : :

: : :

0 1

�a0 �a1 �a2 � � � �ar�1

3
77777775
: (D.19)

This matrix is called the companion matrix for the difference equation. The general solution
to (D.18) is U n D C nU 0, where

U 0 D ŒV 0; V 1; : : : ; V r�1�TD
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D.2. Powers of matrices 291

is the vector consisting of the r initial values required by (D.16). The solution can be
expressed in terms of the eigenvalues of C .

It can be shown that the characteristic polynomial of C is

p.�/ D det.�I � C / D a0 C a1�C � � � C ar�1�
r�1 C �r : (D.20)

Call the roots of this polynomial �1; : : : ; �r , as in Section 6.4.1. Let C D RJR�1 be the
Jordan canonical form of the matrix C . Then U n D RJ nR�1U 0 and each element of U n

(and in particular V n D U n
1

) is a linear combination of elements of J n.
If the roots are distinct, then C is diagonalizable, and so the general solution of (D.16)

is
V n D c1�

n
1 C c2�

n
2 C � � � C cr�

n
r ; (D.21)

where the coefficients cj depend on the initial data.
It can be shown that repeated eigenvalues of a companion matrix always have ge-

ometric multiplicity 1, regardless of their algebraic multiplicity. An eigenvalue �j has a
one-dimensional space of eigenvectors spanned by Œ1; �j ; �

2
j ; : : : ; �

r�1
j �T . From the

form (D.13) for powers of a Jordan block, we see that if �j is a repeated root of algebraic
multiplicity k, then the general solution of the difference equation (D.16) includes terms
of the form �n

j ; n�n
j ; : : : ; nk�1�n

j . We can conclude that the general solution to the r th
order difference equation (D.16) will be bounded as n ! 1 only if the roots of the char-
acteristic polynomial all lie inside the unit circle, with no repeated roots of magnitude 1.
This is known as the root condition and is used in the stability analysis of linear multistep
methods; see Definition 6.2.

D.2.2 Resolvent estimates

In our analysis of powers of A we have used the eigenstructure of A. An alternative
approach is to use the resolvent .zI � A/�1 and the expression (D.4) for the function
f .z/ D zn. For example, we can obtain an alternative proof of part (a) of Theorem D.1 as
follows. If �.A/ < 1, then we choose as our contour � a circle of radius 1��, where � > 0

is chosen small enough that �.A/ < 1 � �. The eigenvalues of A then lie inside � and
zI �A is invertible for z on � and so k.zI �A/�1k is a bounded periodic function of z and
hence attains some maximum value C.A; �/ on � . Now consider (D.4) with f .z/ D zn,

An D
1

2� i

Z

�

zn.zI � A/�1 dz: (D.22)

Taking norms and using the fact that jznj D .1 � �/n and k.zI � A/�1k � C.A; �/ for z

on � , and that � has length 2�.1 � �/ < 2� , we obtain

kAnk �
1

2�

Z

�

jznj k.zI � A/�1k dz

< C.A; �/.1 � �/n:

(D.23)

Since .1 � �/n ! 0 as n ! 1 this proves Theorem D.1(a).
Note that we also get a uniform bound on kAnk that holds for all n,

kAnk < C.A; �/:D
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292 Appendix D. Matrix Powers and Exponentials

If A is normal then in the 2-norm we have kAnk2 � 1 from (D.9), but for nonnormal ma-
trices there can be transient growth in kAnk before it eventually decays, and the resolvent
gives one approach to bounding this potential growth

Note that the value C.A; �/ depends on the matrix A and may be very large if �.A/
is close to 1. The contour � must lie between the spectrum of A and the unit circle for
the argument above, and k.zI � A/�1k is large near the spectrum of A. In the study of
numerical methods we are often concerned not just with a single matrix A but with a family
of matrices arising from different discretizations, and proving stability results often requires
proving uniform power boundedness of the family, i.e., that there is a single constant C

such that kAnk � C for all matrices in the family. This is more difficult than proving that a
single matrix is power bounded, and it is the subject of the Kreiss matrix theorem discussed
in Section D.6.

Note that this resolvent proof does not extend directly to prove part (b) of Theo-
rem D.1, the case where A has nondefective eigenvalues on the unit circle. In this case the
contour � must lie outside the unit circle, at least near these eigenvalues, for (D.22) to hold.
In this case it is necessary to investigate how the product

.jzj � 1/k.zI � A/�1k (D.24)

behaves for jzj > 1. Here the resolvent norm is multiplied by a factor that vanishes as
jzj ! 1 and so there is hope that the product will be bounded even if the resolvent is
blowing up.

In fact it can be shown that if �.A/ < 1 or if �.A/ D 1 with only nondefective eigen-
values on the unit circle (i.e., if either of the conditions of Theorem D.1 holds), then the
product (D.24) will be uniformly bounded for all z outside the unit circle. The supremum
is called the Kreiss constant for the matrix A, denoted by K.A/,

K.A/ D sup
jzj>1

.jzj � 1/k.zI � A/�1k: (D.25)

An alternative definition based on the �-pseudospectral radius is discussed in Section D.5.
For an idea of how this can be used, again consider the first line of (D.23) but now

take � to be a circle of radius 1 C � with � > 0. We have k.zI � A/�1k � K.A/=� on this
circle, and so

kAnk �
1

2�

Z

�

j1 C �jn
K.A/
�

dz

D
1

�
.1 C �/nC1K.A/;

(D.26)

since the circle has radius 2�.1 C �/. This bound holds for any � > 0. It appears to allows
exponential growth for any fixed �, but we are free to choose a different value of � for each
n, and taking � D 1=.n C 1/, for example, gives

kAnk � .n C 1/eK.A/ for all n � 0:

Unfortunately, this still allows algebraic growth and so does not prove the theorem.D
ow

nl
oa

de
d 

06
/0

9/
16

 to
 2

05
.1

55
.6

5.
22

6.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



“rjlfdm”
2007/6/1
page 293i

i
i

i

i
i

i
i

D.3. Matrix exponentials 293

It fact, it can be shown (by a more complicated argument based on the resolvent that
will not be presented here) that a bound of the required form holds,

kAnk � meK.A/ for all n � 0; (D.27)

where m is the dimension of the matrix. This shows that for a fixed matrix A all powers
remain bounded provided its Kreiss constant is finite (which in turn is true if and only if
�.A/ � 1 with no defective eigenvalues on the unit circle).

The bound in (D.27) is sharp in a sense made precise in Section 18 of [92] and was
the end product of a long sequence of weaker bounds proved over the years (as recounted
in [92]). This result was proved by Spijker [81] as a corollary to a more general result on
the arclength of the image of the unit circle under a rational function.

Resolvent estimates can also be used to obtain a lower bound on the transient growth
of kAnk; see (D.46).

The bound (D.27) is a major part of the proof of the Kreiss matrix theorem (see
Section D.6): a family of matrices is uniformly power bounded if (and only if) there is a
uniform bound on the Kreiss constants K.A/ of all matrices in the family.

D.3 Matrix exponentials
Now consider the linear system of m ordinary differential equations u0.t/ D Au.t/, where
A 2 Rm�m (or more generally A 2 Cm�m). The nondiagonalizable (defective) case will be
considered in Section D.4. When A is diagonalizable we can solve this system by changing
variables to v D R�1u and multiplying both sides of the ODE by R�1 to obtain

R�1u0.t/ D R�1AR � R�1u.t/

or
v0.t/ D ƒv.t/:

This is a decoupled set of m scalar equations v0
j .t/ D �jvj .t/ (for j D 1; 2; : : : ; m)

with solutions vj .t/ D e�j tvj .0/. Let eƒt denote the matrix

eƒt D diag.e�1t ; e�2t ; : : : ; e�mt /: (D.28)

Then we have v.t/ D eƒtv.0/ and hence

u.t/ D Rv.t/ D Reƒt R�1u.0/;

so
u.t/ D eAt u.0/; (D.29)

where
eAt D ReƒtR�1: (D.30)

This gives one way to define the matrix exponential eAt , at least in the diagonalizable case.
The Cauchy integral of Definition D.1 is another. Yet another way to define it is by the
Taylor series

eAt D I C At C
1

2!
A2t2 C

1

3!
A3t3 C � � � D

1X

jD0

1

j !
Aj tj : (D.31)
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294 Appendix D. Matrix Powers and Exponentials

This is often useful, particularly when t is small. The definitions (D.30) and (D.31) agree
in the diagonalizable case since all powers Aj have the same eigenvector matrix R, and so
(D.31) gives

eAt D R

�
I Cƒt C

1

2!
ƒ2t2 C

1

3!
ƒ3t3 C � � �

�
R�1

D R eƒtR�1;

(D.32)

resulting in (D.30). To go from the first to the second line of (D.32), note that it is easy to
verify that the Taylor series applied to the diagonal matrixƒ is a diagonal matrix of Taylor
series, each of which converge to the corresponding diagonal element of eƒt , the value
e�j t .

Note that the matrix eAt has the same eigenvectors as A and its eigenvalues are e�j t .
To investigate the behavior of u.t/ D eAtu.0/ as t ! 1, we need only look at the real
part of each eigenvalue �j . If none of these are greater than 0, then the solution will remain
bounded as t ! 1 (assuming still that A is diagonalizable) since je�j t j � 1 for all j .

It is useful to introduce the spectral abscissa ˛.A/, defined by

˛.A/ D max
1�j�m

Re.�j /: (D.33)

Then u.t/ remains bounded provided ˛.A/ � 0 and u.t/ ! 0 as t ! 1 if ˛.A/ < 0.
Note that for integer values of t D n, we have eAn D .eA/n and �.eA/ D e˛.A/, so

this result is consistent with what was found in the last section for matrix powers.
If A is not diagonalizable, then the case ˛.A/ D 0 is more subtle, as is the case

�.A/ D 1 for matrix powers. If A has a defective eigenvalue � with Re.�/ D 0, then
the solution may still grow, although with polynomial growth in t rather than exponential
growth.

When A is not diagonalizable, we can still write the solution to u0 D Au as u.t/ D
eAtu.0/, but we must reconsider the definition of eAt . In this case the Jordan canonical
form A D RJR�1 can be used, yielding

eAt D ReJ t R�1:

If J has the block structure (C.12) then eJ t is also block diagonal,

eJ t D

2
6664

eJ .�1;k1/t

eJ .�2;k2/t

: : :

eJ .�s ;ks/t

3
7775 : (D.34)

For a single Jordan block the Taylor series expansion (D.31) can be used in conjunction
with the expansion (D.12) for powers of the Jordan block. We find thatD
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D.3. Matrix exponentials 295

eJ .�;k/t D
1X

jD0

tj

j !

�
�j I C j�j�1Sk C

�
j

2

�
�j�2S2

k C � � � C
�

j

j � 1

�
�S

j�1

k
C S

j

k

�

D
1X

jD0

tj

j !
�j I C t

1X

jD1

tj�1

.j � 1/!
�j�1Sk C

t2

2!

1X

jD2

tj�2

.j � 2/!
�j�2S2

k C � � �

D e�tI C te�t Sk C
t2

2!
e�t S2

k C � � � C
t .k�1/

.k � 1/!
e�tSk�1

k

D

2
666666664

e�t te�t t2

2!
e�t : : : t .k�1/

.k�1/!
e�t

e�t te�t t2

2!
e�t : : :

e�t te�t t2

2!
e�t

: : :
: : :

e�t

3
777777775

:

(D.35)

Here we have used the fact that

1

j !

�
j

p

�
D

1

p!

1

.j � p/!

and the fact that S
q

k
D 0 for q � k. The k�k matrix eJ .�;k/t is an upper triangular Toeplitz

matrix with elements d0 D e�t on the diagonal and dj D tj

j!
e�t on the j th superdiagonal

for j D 1; 2; : : : ; k � 1.
We see that the situation regarding boundedness of eAt is exactly analogous to what

we found for matrix powers An. If Re.�/ < 0, then tj e�t ! 0 despite the tj factor, but if
Re.�/ D 0, then tj e�t grows algebraically. We obtain the following theorem, analogous to
Theorem D.1.

Theorem D.2. Let A 2 Cm�m be an arbitrary square matrix, and let ˛.A/ D max Re.�/
be the spectral abscissa of A. Let u.t/ D eAtu.0/ solve u0.t/ D Au.t/. Then

(a) if ˛.A/ < 0, then ku.t/k ! 0 as t ! 1 in any vector norm.
(b) if ˛.A/ D 0 and A has no defective eigenvalues with Re.�/ D 0, then ku.t/k

remains bounded in any norm, and there exists a vector norm in which ku.t/k � ku.0/k
for all t � 0.

If A is normal, then
keAtk2 D keƒtk2 D e˛.A/t (D.36)

since kRk2 D 1. In this case the spectral abscissa gives precise information on the behavior
of eAt . If A is nonnormal, then the behavior of e˛.A/t may not give a good indication of
the behavior of eAt (except asymptotically for t sufficiently large), just as �.A/n may not
give a good indication of how powers kAnk behave if A is not normal. See Section D.4 for
some discussion of this case.D
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296 Appendix D. Matrix Powers and Exponentials

D.3.1 Solving linear differential equations

In Section D.2.1 we saw that the r th order linear difference equation (D.16) can be rewritten
as a first order system (D.18) and solved using matrix powers. A similar approach can be
used to convert the homogeneous r th order constant coefficient linear differential equation

a0v.t/C a1v
0.t/C a2v

00.t/C � � � C ar�1v
.r�1/.t/ C v.r/.t/ D 0 (D.37)

to a first order system of r equations and solve this using the matrix exponential. We follow
the approach of Example 5.1 and introduce

u1.t/ D v.t/; u2.t/ D v0.t/; : : : ; ur .t/ D v.r�1/.t/: (D.38)

The equation (D.37) becomes u0.t/ D C u.t/, where C is the companion matrix (D.19).
The solution is

u.t/ D eCtu.0/ D ReJ t R�1u.0/;

where u.0/ is the initial data (consisting of v and its first r �1 derivatives at time t D 0), and
C D RJR�1 is the Jordan canonical form of C . If the roots of the characteristic polyno-
mial (D.20) are distinct, then v.t/ is a linear combination of the exponentials e�j t . If there
are repeated roots, then they are defective, and examining the expression (D.35) we see
that a root of algebraic multiplicity k leads to terms of the form e�j t ; te�j t ; : : : ; tk�1e�j t .
We can thus conclude that in general solutions to the linear differential equations (D.37)
are bounded for all time only if the roots of the characteristic polynomial are in the left
half-plane, with no repeated roots on the imaginary axis.

D.4 Nonnormal matrices
We have seen that if a matrix A has the Jordan form A D RJR�1 (where J may be diag-
onal), then we can bound powers and the matrix exponential by the following expressions:

kAnk � �.R/kJ n k in general and

kAnk � �.R/�.A/n if A is diagonalizable,
(D.39)

keAtk � �.R/keJ t k in general and

keAtk � �.R/e˛.A/t if A is diagonalizable.
(D.40)

Here �.A/ and ˛.A/ are the spectral radius and spectral abscissa, respectively. If A is
defective, then J is not diagonal and algebraic growth terms can arise from the kJnk or
keJ tk factors.

If A is not normal, then even in the nondefective case the above bounds may not
be very useful if �.R/ is large. In particular, with nonnormal matrices matrix powers or
exponentials can exhibit exponential growth during an initial transient phase (i.e., for n

or t small enough), even if the bounds guarantee eventual exponential decay. Moreover,
in these cases a small perturbation of the matrix may result in a matrix whose powers or
exponential is not bounded.

This growth can be disastrous in terms of stability, particularly since in practice most
interesting problems are nonlinear and often the matrix problems we consider are obtainedD
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D.4. Nonnormal matrices 297

from a local linearization of the problem. Transient growth or instability of perturbed
problems can easily lead to nonlinear instabilities in the original problem.

A related problem is that in practice we often are dealing with coefficient variable
problems, where the matrix changes in each iteration. This issue is discussed more in
Section D.7. In this section we continue to consider a fixed matrix A and explore some
upper and lower bounds on powers and exponentials in the nonnormal case.

D.4.1 Matrix powers

If A is a normal matrix, AH A D AAH , then A is diagonalizable and the eigenvector matrix
R can be chosen as an unitary matrix, for which RH R D I and �.R/ D 1. (We assume
the 2-norm is always used in this section.) In this case kAk D �.A/ and kAnk D .�.A//n ,
so the eigenvalues of A give precise information about the rate of growth or decay of kAnk,
and similarly for the matrix exponential.

If A is not normal, then kAk > �.A/ and .�.A//n may not give a very good indica-
tion of the behavior of kAnk even in the diagonalizable case. From (D.39) we know that
kAnk eventually decays at worst like .�.A//n for large enough n, but if �.R/ is huge, then
there can be enormous growth of kAnk before decay sets in. This is easily demonstrated
with a simple example.

Example D.2. Consider the nonnormal matrix

A D
�

0:8 100

0 0:9

�
: (D.41)

This matrix is diagonalizable and the spectral radius is �.A/ D 0:9. We expect kAnk �
C.0:9/n for large n, but for smaller n we observe considerable growth before the norm
begins to decay. For example, starting with U 0 D

� 0
1

�
and computing U n D AnU 0 for

n D 1; 2; : : : we find

U 0 D
�

0

1

�
; U 1 D

�
100

0:9

�
; U 2 D

�
170

0:81

�
; U 3 D

�
217

0:729

�
; : : : :

We have the bound kU nk2 � �2.R/.0:9/
nkU 0k2 but in this case

R D
�

1 1

0 0:001

�
; R�1 D

�
1 �1000

0 1000

�
;

so �2.R/ D 2000. Figure D.1 shows kU nk2 for n D 1; : : : ; 30 along with the bound.
Clearly this example could be made much more extreme by replacing a22 D 100

by a larger value. Larger matrices can exhibit similar growth before decay even if all the
elements of the matrix are modest.

To gain some insight into the behavior of kAnk for a general matrix A, recall that the
2-norm of A is

kAk D
q
�.AH A/;

Hence

kAnk D Œ�..An/H An/�1=2

D Œ�.AH AH � � � AH AA � � � A/�1=2:
(D.42)
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298 Appendix D. Matrix Powers and Exponentials

0 5 10 15 20 25 30
0

200

400

600

800

1000

1200

1400

1600

1800

2000

Figure D.1. The points show kU nk2 for Example D.2 and the line shows the
upper bound 2000.0:9/n.

If A is normal, then AH A D AAH and the terms in this product of 2n matrices can be
rearranged to give

kAnk D Œ�..AH A/n/�1=2 D .�.AH A//n=2 D .�.A//n D kAkn: (D.43)

If A is not normal, then we cannot rearrange the product, and in general we have

.�.A//n � kAnk � kAkn: (D.44)

If �.A/ < 1 < kAk, as is often the case for nonnormal matrices of interest, then the lower
bound is decaying exponentially to zero while the upper bound is growing exponentially.
If we expect to see transient growth followed by decay, as illustrated, for example, in Fig-
ure D.1, then neither of these bounds tells us anything about how much growth is expected
before the decay sets in. We would like to have lower and upper bounds on

P.A/ D sup
n�0

kAnk: (D.45)

The matrix A is said to be power bounded if P.A/ < 1, and of course a necessary condi-
tion for this is that the eigenvalues of A lie in the unit disk, with no defective eigenvalues
on the disk.

Lower and upper bounds onP.A/ can be written very concisely in terms of the Kreiss
constant (D.25):

K.A/ � P.A/ � emK.A/ (D.46)

for any A 2 Cm�m. The upper bound has already been discussed in Section D.1. The
lower bound is easier to obtain; it says that if kAnk � C for all n, then

.jzj � 1/k.zI � A/�1k � C:D
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0 10 20 30 40 50
10

−1

10
0

10
1

10
2

10
3

10
4

K.A/

2eK.A/

�.A/n

�.R/�.A/n

kAkn

kAnk

Figure D.2. The norm of the matrix power, kAnk plotted on a logarithmic scale
for the nonnormal matrix (D.41). Also shown are the lower bound �.A/n and the upper
bounds kAkn and �.R/�.A/n , as well as the value of the Kreiss constant K and 2eK that
give lower and upper bounds on supt�0 kAnk. Note that kAnk initially grows like kAkn

and asymptotically decays like �.A/n .

To prove this note that .zI � A/�1 has the series expansion

.zI � A/�1 D z�1.I � z�1A/�1 D z�1
�
I C .z�1A/C .z�1A/2 C .z�1A/3 C � � �

�
:

Taking norms and using kAnk � C gives

k.zI � A/�1k � jz�1j
�
1 C jz�1j C jz�1j2 C jz�1j3 C � � �

�
C D

C

jzj � 1
:

Figure D.2 shows the various bounds discussed above along with kAnk for the non-
normal matrix (D.41), this time on a logarithmic scale. For this matrix �.A/ D 0:9; kAk �
100, and the Kreiss constant is K.A/ D 171:5.

D.4.2 Matrix exponentials

For the matrix exponential there are similar bounds (Theorem 18.5 in [92]):

Ke.A/ � sup
t�0

keAtk � emKe.A/; (D.47)

where the Kreiss constant with respect to the matrix exponential Ke.A/ is defined by

Ke.A/ D sup
Re.z/>0

Re.z/k.zI � A/�1k: (D.48)
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300 Appendix D. Matrix Powers and Exponentials

This measures how the resolvent of A behaves near the imaginary axis, which is the stability
boundary for the matrix exponential.

It is also possible to derive upper and lower bounds on the norm of the matrix ex-
ponential as functions of t , analogous to (D.44) for powers of the matrix. For an arbitrary
matrix A these take the form

e˛.A/t � keAtk � e!.A/t for all t � 0; (D.49)

where ˛.t/ is the spectral abscissa (D.33) and !.A/ is the numerical abscissa defined by

!.A/ D
1

2
�.AH C A/: (D.50)

Note that AH C A is always hermitian and has real eigenvalues, but they may be positive
even if ˛.A/ < 0. In general,

˛.A/ � !.A/: (D.51)

Also note that for any vector u,

Re.uH Au/ D
1

2
.uH Au C uH AH u/

D uH

�
1

2
.AH C A/

�
u

� !.A/uH u;

(D.52)

since the Rayleigh quotient uH Bu=uH u is always bounded by �.B/ for any hermitian
matrix B. Another way to characterize !.A/ is as the maximum value that the real part of
uH Au can take over any unit vector u. The set

W .A/ D fz 2 C W z D uH Au for some u with kuk2 D 1g (D.53)

is called the numerical range or field of values of the matrix A, and

!.A/ D max
z2W .A/

Re.z/: (D.54)

For a normal matrix W .A/ is the convex hull of the eigenvalues, but for a nonnormal matrix
it may be larger.

The bound (D.52) is of direct interest in studying the matrix exponential and can be
used to prove the upper bound in (D.49) as follows. Suppose u0.t/ D Au.t/ and consider

d

dt
.uH u/ D .u0/H u C uH u0

D uH AH u C uH Au

D 2Re.uH Au/

� 2!.A/uH u:

(D.55)

In other words, using the 2-norm,

d

dt

�
ku.t/k2

�
� 2!.A/ku.t/k2 ; (D.56)

which in turn impliesD
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D.4. Nonnormal matrices 301

d

dt
ku.t/k � !.A/ku.t/k; (D.57)

or, dividing by ku.t/k,
d

dt
log.ku.t/k/ � !.A/: (D.58)

Integrating gives
ku.t/k � e!.A/tku.0/k: (D.59)

Since u.t/ D eAtu.0/, we have

keAtu.0/k � e!.A/tku.0/k (D.60)

for any vector u.0/ and hence the matrix norm of eAt is bounded as in (D.49).
For a normal matrix A, ˛.A/ D !.A/ and (D.49) reduces to

keAtk D e˛.A/t D e!.A/t for all t � 0: (D.61)

In the scalar case, for a complex number A, the spectral abscissa and numerical abscissa
are both equal to the real part of A, so each can be viewed as a generalization of the real
part.

Finally, it is sometimes useful to investigate the initial transient growth of keAtk at
t D 0. This can be determined by differentiating keAtk with respect to t and evaluating at
t D 0. The result is

d

dt
keAtk

ˇ̌
ˇ̌
tD0

D lim
k!0

keAkk � 1

k

D lim
k!0

kI C Akk � 1

k
:

(D.62)

We can compute

kI C kAk D
h
�
�
.I C AH k/.I C Ak/

�i1=2

D
h
�.I C .A C AH /k C AH Ak2/

i1=2

D
h
1 C �.A C AH /k C O.k2/

i1=2

D 1 C
1

2
�.A C AH /k C O.k2/;

(D.63)

and so

d

dt
keAtk

ˇ̌
ˇ̌
tD0

D lim
k!0

kI C Akk � 1

k
D

1

2
�.A C AH / D !.A/: (D.64)

Hence we expect
keAtk D e!.A/t C o.t/ as t ! 0: (D.65)

From (D.49) we know that e!.A/t is an upper bound on the norm, but this shows that for
small t we will observe transient growth at this rate.D
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0 10 20 30 40 50
10

−1

10
0

10
1

10
2

Ke.A/

2eKe.A/

e˛.A/t

�.R/e˛.A/t

e!.A/t

keAtk

Figure D.3. The norm of the matrix exponential keAtk plotted on a logarithmic
scale for the nonnormal matrix (D.66). Also shown are the lower bound e˛.A/t and the
upper bounds e!.A/t and �.R/e˛.A/t , as well as the value of the Kreiss constant Ke and
2eKe that give lower and upper bounds on supt�0 keAtk. Note that keAtk initially grows
like e!.A/t and asymptotically decays like e˛.A/t .

For example, consider the nonnormal matrix

A D
�

�0:2 10

0 �0:1

�
: (D.66)

Figure D.3 shows keAtk as a function of t on a logarithmic scale. The initial growth has
slope !.A/ D 5:15 and the eventual decay has slope ˛.A/ D �0:1, which follows from
(D.40). The Kreiss constant for this matrix is Ke.A/ D 17:17.

The quantity !.A/ is sometimes defined as

!.A/ D lim
k!0

kI C Akk � 1

k
(D.67)

and in the ODE literature often goes by the name of the logarithmic norm of A. Of course
it is not really a norm since it can be negative, but this terminology is motivated by inequal-
ities such as (D.58).

D.5 Pseudospectra
Various tools have been developed to better understand the behavior of matrix powers or
exponentials in the case of nonnormal matrices. One powerful approach is to investigate
the pseudospectra of the matrix. Roughly speaking, this is the set of eigenvalues of allD
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D.5. Pseudospectra 303

“nearby” matrices. For a highly nonnormal matrix a small perturbation to the matrix can
give a very large change in the eigenvalues of the matrix. For example, perturbing the
matrix (D.41) to

QA D
�

0:8 100

0:001 0:9

�
(D.68)

changes the eigenvalues from f0:8; 0:9g to f0:53; 1:17g. A perturbation to A of magnitude
10�3 leads to an eigenvalue that is greater than 1. Since A is so close to a matrix QA for
which QAn blows up as n ! 1, it is perhaps not so surprising that An exhibits initial growth
before decaying. We say that the value z D 1:17 lies in the �-pseudospectrum �� of A for
� D 10�3.

The eigenvalues of A are isolated points in the complex plane where .zI � A/ is
singular. We know that if any of these points lies outside the unit circle, then An blows up.
The idea of pseudospectral analysis is to expand these isolated points to larger regions, the
pseudospectra �� , for some small �, and see whether these pseudospectra extend beyond
the unit circle.

There are various equivalent ways to define the �-pseudospectrum of a matrix. Here
are three.

Definition D.3. For each � � 0, the �-pseudospectrum ��.A/ of A is the set of numbers
z 2 C satisfying any one of the following equivalent conditions:

(a) z is an eigenvalue of A C E for some matrix E with kEk < �,
(b) kAu � zuk � � for some vector u with kuk D 1, or
(c) k.zI � A/�1k � ��1.

In all these conditions the 2-norm is used (although the ideas can be extended to a
general Banach space). Condition (a) is the easiest to understand and the one already il-
lustrated above by example: z is an �-pseudoeigenvalue of A if it is a genuine eigenvalue
of some �-sized perturbation of A. Condition (b) says that z is an �-pseudoeigenvalue if
there is a unit vector that is almost an eigenvector for this z. Condition (c) relates pseu-
doeigenvalues to the resolvent .zI � A/�1, which we have already seen plays a role in
obtaining bounds on the behavior of matrix powers and exponentials. The value z is an
�-pseudoeigenvalue of A if the resolvent is sufficiently large at z. This fits with the notion
of expanding the singular points �i into regions �� where zI � A is nearly singular. (Note
that by convention we set k.zI � A/�1k D 1 if z is an eigenvalue of A.)

The �-pseudospectral radius ��.A/ and �-pseudospectral abscissa ˛�.A/ can be de-
fined in the natural way as the maximum absolute value and maximum real part of any
�-pseudoeigenvalue of A, respectively. The Kreiss constants (D.25) and (D.48) can then be
expressed in terms of pseudospectra as

K.A/ D sup
�>0

��.A/ � 1

�
; Ke.A/ D sup

�>0

˛�.A/

�
: (D.69)

Hence the Kreiss constants can be viewed as a measure of how far the pseudospectra of A

extend outside the unit circle or into the right half-plane.D
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304 Appendix D. Matrix Powers and Exponentials

The MATLAB package eigtool developed by Wright [104] provides tools for
computing and plotting the pseudospectra of matrices and also quantities such as the
�-pseudospectral radius and �-pseudospectral abscissa. See the book by Trefethen and
Embree [92] for an in-depth discussion of pseudospectra with many examples of their
use.

D.5.1 Nonnormality of a Jordan block

In Section D.2 we found an explicit expression for powers of a Jordan block, and we see
that in addition to terms of the form �n, a block of order k has terms of order nk�n in its
nth power. This clearly exhibits transient growth even in � < 1. It is interesting to further
investigate the Jordan block as an example of a highly nonnormal matrix.

For this discussion, let

J� D

2
666664

c 1

c 1
: : :

c 1

� c

3
777775

2 Rk�k (D.70)

with the entries not shown all equal to 0, so that for � D 0, J0 is a Jordan block of the form
(C.9) with all k of its eigenvalues at c.

If � > 0 on the other hand, the characteristic equation is

.� � c/k � � D 0

and the eigenvalues are

�p D c C �1=ke2� ip=k ; p D 1; 2; : : : ; k: (D.71)

The eigenvalues are now equally spaced around a circle of radius �1=k centered at z D c in
the complex plane.

Note that if k is large, �1=k will be close to 1 even for very small �. For example, if
k D 1000 and � D 10�16, then �1=k � 0:96. So although the eigenvalues of J0 are all at
c, a perturbation on the order of the machine round-off will blast them apart to a circle of
radius nearly 1 about this point. For large k the �-pseudospectrum of J0 tends to fill up this
circle, even for very small �.

A similar matrix arises when studying the upwind method for advection, in which
case k corresponds to the number of grid points and can easily be large. An implication of
this nonnormality in stability analysis is explored in Section 10.12.1.

D.6 Stable families of matrices and the Kreiss matrix
theorem

So far we have studied the behavior of powers of a single matrix A. We have seen that
if the eigenvalues of A are inside the unit circle, then the powers of A are uniformly
bounded,

kAnk � C for all n; (D.72)D
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D.6. Stable families of matrices and the Kreiss matrix theorem 305

for some constant C . If A is normal, then it fact kAnk � kAk. Otherwise kAnk may
initially grow, perhaps to a very large value if the deviation from normality is large, but
will eventually decay and hence some bound of the form (D.72) holds.

In studying the stability of discretizations of differential equations, we often need to
consider not just a single matrix but an entire family of matrices. A particular discretization
with mesh width h and/or time step k leads to a particular matrix A, but to study stability
and prove convergence we need to let h; k ! 0 and study the whole family of resulting
matrices. This is quite difficult to study in general because typically the dimensions of the
matrices involved is growing as we refine the grid. However, at least in simple cases we
can use von Neumann analysis to decouple the system into Fourier modes, each of which
leads to a system of fixed dimension (the number of equations in the original differential
equation). As we refine the grid we obtain more modes and the matrices involved may
depend explicitly on h and k as well as on the wave number, but the matrices all have fixed
dimension and it is this case that we consider here. (In Sections 9.6 and 10.5 we consider
von Neumann analysis applied to scalar problems, in which case proving stability only
requires studying powers of the scalar amplification factor g for each wave number, and
powers of a scalar are uniformly bounded if and only if jgj � 1. The considerations of
this section come into play if von Neumann analysis is applied to a system of differential
equations.)

Let F represent a family of matrices, say all the amplification matrices for different
wave numbers that arise from discretizing a particular differential equation with different
mesh widths. We say that F is uniformly power bounded if there is a constant C > 0 such
that (D.72) holds for all matrices A 2 F . The bound must be uniform in both A and n, i.e.,
a single constant for all matrices in the family and all powers.

If F consists of only normal matrices and if �.A/ � 1 for all A 2 F , then the family
is uniformly power bounded and (D.72) holds in general with C D 1.

When the matrices are not normal it can be more difficult to establish such a bound.
Obviously a necessary condition is that �.A/ � 1 for all A 2 F and that any eigenvalues of
modulus 1 must be nondefective. If this condition fails for any A 2 F , then that particular
matrix will fail to be power bounded and so the family cannot be. However, this condition
is not sufficient—even if each matrix is power bounded they may not be uniformly so. For
example, the infinite family of matrices

A� D
�

1 � � 1

0 1 � �

�
(D.73)

for � > 0 are all individually power bounded but not uniformly power bounded. We have

An
� D

�
.1 � �/n n.1 � �/n�1

0 .1 � �/n
�
;

and the off-diagonal term can be made arbitrarily large for large n by choosing � small
enough.

One fundamental result on power boundedness of matrix families is the Kreiss matrix
theorem.D
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306 Appendix D. Matrix Powers and Exponentials

Theorem D.4. The following conditions on a family F of matrices are equivalent:

(a) There exists a constant C such that kAnk � C for all n and for all A 2 F . (The
family is power bounded.)

(b) There exists a constant C1 such that, for all A 2 F and all z 2 C with jzj > 1,
the resolvent .zI � A/�1 exists and is bounded by

k.zI � A/�1k �
C1

jzj � 1
: (D.74)

In other words, the K.A/ � C1 for all A 2 F , where K.A/ is the Kreiss constant (D.25).

(c) There exist constants C2 and C3 such that for each A 2 F a nonsingular matrix
S exists such that

(i) kSk � C2; kS�1k � C2,
(ii) B D S�1AS is upper triangular with off-diagonal elements bounded by

jbij j � C3 min.1 � jbiij; 1 � jbjj j/: (D.75)

(Note that the diagonal elements of b are the eigenvalues of A.)

(d) There exists a constant C4 such that for each A 2 F a positive definite matrix G

exists with

C �1
4 I � G � C4I;

AH GA � G:
(D.76)

In condition (d) we say that two Hermitian matrices A and B satisfy A � B if
uH Au � uH Bu for any vector u. This condition can be rewritten in a more familiar form
as follows:

(d0) There exists a constant C5 so that for each A 2 F there is a nonsingular matrix
T such that

kAkT � 1 and �.T / � C5: (D.77)

Here the T -norm of A is defined as in (C.35) in terms of the 2-norm,

kAkT D kT �1AT k:

Condition (d0) is related to (d) by setting G D T �H T �1, and (d0) states that we can define
a set of norms, one for each A 2 F , for which the norm of A is less than 1 and therefore

kAnkT � 1 for all n � 0:

From this we can obtain uniform power boundedness by noting that

kAnk � �.T /kAnkT � C5:

To make sense of condition (c), consider the case where all matrices A 2 F are
normal. Then each A can be diagonalized by a unitary similarity transformation and soD
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D.7. Variable coefficient problems 307

(c) holds with kSk2 D kS�1k2 D 1 and bij D 0 for i ¤ j . More generally, condition
(c) requires that we can bring all A 2 F to upper triangular form by uniformly well-
conditioned similarity transformations, and with a uniform bound on the off-diagonals that
is related to how close the diagonal elements (which are the eigenvalues of A) are to the
unit circle.

Several other equivalent conditions have been identified and are sometimes more
useful in practice; see Richtmyer and Morton [75] or the more recent paper of Strikwerda
and Wade [85].

The equivalence of the conditions in Theorem D.4 can be proved by showing that
(a) H) (b) H) (c) H) (d) H) (d0) H) (a). For a more complete discussion and proofs
see [75] or [85].

The equivalence of (a) and (b) also follows directly from (D.46) and a proof of this
can be found in [92]. It is this equivalence that is the most interesting part of the theorem
and that has received the most attention in subsequent work, to the point where the term
“Kreiss matrix theorem” is often applied to inequalities of the form (D.46).

D.7 Variable coefficient problems
So far we have only considered solving equations of the form U nC1 D AU n or u0.t/ D
Au.t/, where the matrix A is constant (independent of n or t), and the solution can be
written in terms of powers or matrix exponentials. In most applications, however, the
matrix changes with time. Often A represents the Jacobian matrix for a nonlinear system
and so it certainly varies with time as the solution changes. Adding this complication
makes it considerably more difficult to analyze the behavior of solutions. Often a study of
the “frozen coefficient” problem where A is frozen at a particular value as we solve forward
in time is valuable, however, to gain some information about issues such as boundedness
of the solution, and the theory presented earlier in this appendix will be useful in many
contexts. However, new issues can come into play when the matrices vary, particularly if
they vary rapidly, or more accurately, particularly if the eigenvectors of the matrix vary
rapidly in time. We will not discuss this in detail—just give a brief introduction to this
topic.

We first consider a discrete time iteration of the form

U nC1 D AnU n; (D.78)

where An may vary with n. The solution is

U j D Aj�1Aj�2 � � � A1A0U 0: (D.79)

If An � A for all n, then this reduces to U j D Aj U 0, but more generally the matrix
product is harder to analyze than powers of a single matrix.

One case is relatively simple: suppose all the matrices An have the same eigenvectors,
although possibly different eigenvalues, so

An D RƒnR�1 (D.80)D
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308 Appendix D. Matrix Powers and Exponentials

for some fixed matrix R. In this case we say the An are simultaneously diagonalizable.
Then the product in (D.79) reduces to

U j D Rƒj�1ƒj�2 � � �ƒ1ƒ0R�1U 0

andƒj�1ƒj�2 � � �ƒ1ƒ0 is a diagonal matrix whose i th diagonal element is the product of
the i th eigenvalue of each of the matrices A0; A1; : : : ; Aj�1. Then we clearly have, for
example, that if �.An/ � 1 for all n, then kU nk is uniformly bounded as n ! 1. In fact
we don’t need �.An/ � 1 for all n; it is sufficient to have

�.An/ � 1 C n (D.81)

for some sequence of values n satisfying

1X

jD0

j < 1: (D.82)

From (D.81) it follows that �.An/ � en and so

�.Rƒj�1ƒj�2 � � �ƒ1ƒ0R�1/ �
j�1Y

nD0

�.An/

�
j�1Y

nD0

en

� exp

0
@

j�1X

nD0

n

1
A ;

(D.83)

and hence kU nk is uniformly bounded.
If the eigenvectors vary with n, however, then it happens that kU nk will grow without

bound even if �.An/ < 1 for all n.
Example D.3. As a simple example, consider

A0 D
�

0 0

2 0:1

�
; A1 D

�
0:1 2

0 0

�
(D.84)

and then let An alternate between these two matrices for larger n, so A2i D A0 and
A2iC1 D A1. Then �.An/ D 0:1 for all n. However, we see that after an even num-
ber of steps

U 2i D .A1A0/
iU 0

and

A1A0 D
�

4 0:2

0 0

�
;

so kU j k grows like 2j .D
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D.7. Variable coefficient problems 309

If we iterated with either A0 or A1 alone, then U n would go rapidly to zero. But note
that these matrices are nonnormal and in either case there can be transient growth before
decay sets in. For example,

U 0 D
�

1

0

�
H) A0U 0 D

�
0

2

�
H) A2

0U 0 D
�

0

0:2

�

H) A3
0U 0 D

�
0

0:02

�
H) etc.

Beyond the first iteration there is exponential decay by a factor 0.1 each iteration since
A0U 0 is in the eigenspace of A0 corresponding to � D 0:1. But if we apply A0 only once
to U 0 and then apply A1, we instead obtain

U 0 D
�

1

0

�
H) A0U 0 D

�
0

2

�
H) A1A0U 0 D

�
4

0

�
:

Instead of decay we see amplification by another factor of 2. Moreover, the vector has been
moved by A1 out of the eigenspace it was in and into a vector that again suffers transient
growth when A0 is next applied. This couldn’t happen if A0 and A1 shared the same
eigenspaces.

One way to try to guarantee that the vectors U n generated by the process (D.78) are
uniformly bounded is to look for a single norm k � k in which

kAnk � 1 C n (D.85)

with (D.82) holding. In the simultaneously diagonalizable case considered above we can
base the norm on the joint eigenvector matrix R using Theorem C.4. Another case in which
we have stability is if the matrices An are all normal and satisfy (D.81), for then we can
use the 2-norm.

But even if the matrices are not normal and the eigenvectors vary, if they do so slowly
enough we may be able to prove boundedness using the following theorem. Here k � kTn

is the Tn-norm defined by (C.35) in terms of some fixed norm k � k, and we may be able
to use the eigenvector matrix Rn of each An for these norms, although the theorem allows
more flexibility.

Theorem D.5. Suppose that for the difference equation (D.78) we can find a sequence of
nonsingular matrices Tn such that

1. kAnkTn � 1 C n with
P1

jD0 j < 1,

2. kTnk � C , a constant independent of n, and

3. kT �1
n Tn�1k � 1 C ˇn with

P1
jD0 ˇj < 1.

Then kU nk is uniformly bounded for all n.

Note that the third condition is the requirement that the norm vary sufficiently slowly.
The proof can be found in [23].D

ow
nl

oa
de

d 
06

/0
9/

16
 to

 2
05

.1
55

.6
5.

22
6.

 R
ed

is
tr

ib
ut

io
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

://
w

w
w

.s
ia

m
.o

rg
/jo

ur
na

ls
/o

js
a.

ph
p



“rjlfdm”
2007/6/1
page 310i

i
i

i

i
i

i
i

310 Appendix D. Matrix Powers and Exponentials

Similar considerations apply to solutions to the variable coefficient ODE

u0.t/ D A.t/u.t/: (D.86)

If the A.t/ are simultaneously diagonalizable for all t , then this reduces to v0.t/ D ƒ.t/v.t/,
where v.t/ D R�1u.t/. Then

vi.t/ D exp

�Z t

0

�i.�/ d�

�

and ku.t/k is uniformly bounded in t if
R t

0
˛.A.�// d� is uniformly bounded, where ˛.A.t//

is the spectral abscissa (D.33). (For the constant case A.t/ � A, this requires ˛.A/ � 0.)
If the A.t/ are not simultaneously diagonalizable, then there are examples, similar to

the Example D.3, where ku.t/k may grow without bound even if all the matrices A.t/ have
eigenvalues only in the left half-plane.

For a general function A.t/ we have (D.57),

d

dt
ku.t/k � !.A.t//ku.t/k;

where !.A/ is the numerical abscissa (D.50). Dividing by ku.t/k gives

d

dt
log.ku.t/k/ � !.A.t//

and integrating yields

ku.t/k � exp

�Z t

0

!.A.t// d�

�
ku.0/k: (D.87)

This shows that the solution u.t/ is bounded in norm for all t provided that
R t

0
!.A.t// d�

is bounded above uniformly in t .
Recall, however, that !.A/ may be positive even when the eigenvalues of A all have

negative real part (in the nonnormal case). So requiring, for example, !.A.t// � 0 for
all t is akin to requiring kAnk � 1 in the same norm for all matrices An in the difference
equation (D.78). As in the case of the difference equation this requirement can be relaxed
by introducing the notion of a logarithmic T-norm that varies with time, and a theorem
similar to Theorem D.5 obtained for differential equations if the eigenvector matrix of A.t/

is not varying too rapidly; see [23].
For a hint of what’s involved, suppose the matrices are all diagonalizable, A.t/ D

R.t/ƒ.t/R�1 .t/, and that R.t/ is differentiable. Note that .R�1/0.t/ D �R�1.t/R0.t/R�1.t/,
obtained by differentiating RR�1 D I . If we set v.t/ D R�1.t/u.t/ we find that

v0 D R�1u0 C .R�1/0u

D R�1ARv C .R�1/0Rv

D .ƒ � R�1R0/v:

(D.88)

So the boundedness of v.t/ depends on the matrices ƒ.t/ � R�1.t/R0.t/, and if the eigen-
vectors vary rapidly, then the latter term can lead to unbounded growth even if the eigen-
values are all in the left half-plane.D
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