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Abstract: We propose an efficient semi-numerical approach to compute the steady-state proba-
bility distribution for the number of requests at arbitrary and at arrival time instants in Ph/M/c-
like systems in which in the inter-arrival time distribution is represented by an acyclic set of 
memoryless phases.   Our method is based on conditional probabilities and results in a simple 
computationally stable recurrence.  It avoids the explicit manipulation of potentially large ma-
trices and involves no iteration.  Due to the use of conditional probabilities, it delays the onset 
of numerical issues related to floating-point underflow as the number of servers and/or phases 
increases.   For generalized Coxian distributions, the computational complexity of the proposed 
approach grows linearly with the number of phases in the distribution.      

Keywords: G/M/c-like queue ; steady-state probabilities ; conditionnal probabilities ; recurren-
ce ; acyclic phase distributions 
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Une récurrence simple pour la résolution des files de 
type Ph/M/c/N et Ph/M/c 

 
 

Résumé: Nous proposons une approche semi-numérique afin d’obtenir les probabilités station-
naires du nombre de requêtes dans une file de type Ph/M/c aux instants arbitraires de même 
qu’aux instants d’arrivée.  Notre méthode s’appuie sur l’utilisation des probabilités condition-
nelles et débouche sur une récurrence qui s’avère numériquement stable.  Cette approche simple 
ne comporte aucune itération.  L’utilisation des probabilités conditionnelles a l’effet bénéfique 
de retarder l’apparition des problèmes d’arrondi liés au calcul flottant surtout pour un grand 
nombre de serveur et/ou phases dans la distribution du temps entre arrivées.  Lorsque ces der-
niers sont représentés par une loi de Cox  généralisée, la complexité de calcul de notre approche 
croît de façon linéaire avec le nombre de phases. 

Mots clés: File de type G/M/c; probabilités stationnaires; probabilités conditionnelles; récurren-
ce; distributions en phase acycliques 

in
ria

-0
04

92
74

8,
 v

er
si

on
 1

 - 
16

 J
un

 2
01

0



A Simple Recurrent Solution of Ph/M/c/N-like and Ph/M/c-like Queues 3 

RR n° 7321 

 

1 Introduction 
In many computer and networking applications, as well as a number of other areas, the re-

quest arrival process exhibits significant deviations from a simple Poisson process. This is the 
case, for example, for Internet traffic where times between request arrivals are thought to be 
highly variable and possibly “heavy-tailed” [JIA05, CRO97], as well as for I/O subsystems in 
large computer installations [HSU03].  To achieve ever increasing performance levels at ac-
ceptable energetic expense, a frequent solution entails the use of multiple parallel facilities to 
process the requests, e.g. in mainframe I/O [IBM99].  If one assumes memoryless service times, 
the system congestion and the delays experienced by requests become those of a G/M/c-type 
queue.  Since in man-made systems the buffer sizes can only be finite, under heavier workloads, 
effects due to a limited queueing room cannot be neglected, so that the G/M/c/N-type queue is 
then a more adequate model.  Additionally, in many situations, the service and/or arrival proc-
esses may exhibit non-negligible dependence on the current state of the system.  For example, 
state-dependent service rates allow a more accurate representation of service in systems such as 
multicore processors [VAN08] where, because of interference between processors, the process-
ing capacity does not grow linearly with the number of active processors.  State-dependent arri-
val rates may be useful, for instance, to represent congestion avoidance in IP networks.   

Although there are analytical results for the unrestricted state-independent G/M/c queue 
[BOL05, ALL90, KLE75], their application requires computations which, depending on the 
specific distribution of inter-arrival times, may quickly become difficult [HAR00, KLE76].  To 
the best of our knowledge, the G/M/c queue with restricted queueing room has received less 
attention, and there are few easily usable general analytical results [CHA04, HOK75].  The 
same seems to apply to G/M/c-type queues with state dependencies [HAR00]. 

Since any distribution can be approximated arbitrarily closely by a finite number of exponen-
tial phases [OCI90, NEU94], a possible approach is to use a phase-type distribution for the 
times between request arrivals [HOR02, BOB05, OSO06, KHA03, THU06, FEL97], and hence 
attempt to solve the resulting Ph/M/c-type  queue.   

The matrix-geometric techniques pioneered by Neuts [NEU89, NEU94] are a possible avenue 
to evaluate such processes.  There is a large body of previous work in the area of matrix-
analytic approaches.  In particular, Latouche and Ramaswami [LAT93] propose the logarithmic 
reduction algorithm as a numerically stable approach to the computation of steady-state prob-
abilities in level-independent systems, i.e., systems without state dependency.  This algorithm is 
based on stochastic complementation [RIS02].   The work of Gaver et al. [GAV84] is devoted 
to finite queues in randomly changing environments, and includes a numerical method that in-
volves a recursive determination of certain matrices.  The logarithmic reduction algorithm of 
Latouche and Ramaswami has been extended by Bright and Taylor [BRI95] to level-dependent 
infinite queues.  Bright and Taylor point out possible numerical problems in their approach due 
to the recursive calculation of matrices involved in the solution.  Gaver et al [GAV84] mention 
similar problems.  Latouche shows in [LAT94] that the Newton’s method applied to non-linear 
equations in Markov chains is quadratically convergent although not very attractive because of 
its computational complexity.  Akar and Sohraby [AKA97] propose an invariant subspace ap-
proach whose convergence rates are at least quadratic, and whose accuracy may be better due to 
the avoidance of truncation.  The generalization of matrix-geometric stationary distribution to 
level-dependent quasi-birth-and-death processes is considered by Ramaswami and Taylor 
[RAM96].  Bean et al. [BEA00] study the quasistationary distributions for level-dependent 
processes and propose a method derived from the Latouche-Ramaswami algorithm for their 
computation.  The work of Ye [YE02] examines the theoretical properties of the Latouche-
Ramaswami logarithmic reduction algorithm, including numerical stability issues, and offers a 
more stable algorithm for inverting a diagonally dominant matrix.  An improved matrix-
geometric algorithm is proposed by Naoumov et al. [NAO96].  The spectral expansion method 
can also be applied to obtain a solution for these types of systems [MIT95, MIT91, ELW91].     
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We refer the reader to the books by Latouche and Ramaswami [LAT99], Bini et al. [BIN05], 
and, at a more introductory level, by Bolch et al. [BOL05] for an overview of properties of ma-
trix-analytic approaches and numerical methods for quasi-birth-and-death problems and G/M/1-
type Markov chains.  Bini et al. [BIN06a, BIN06b] discuss practical considerations and soft-
ware implementation for several of the methods mentioned above.  Mitrani and Chakka 
[MIT95] compare the performance of the spectral expansion and matrix-geometric methods for 
an M/M/c-type queue.   Haverkort and Ost [HAV97] also compare the spectral expansion 
method with the Latouche-Ramaswami algorithm for a model of a fault-tolerant system.  Tran 
and Do [TRA00] present a comparison of the practical performance of matrix-geometric meth-
ods and of the spectral expansion for a specific quasi birth-and-death process. 

We propose a considerably simpler semi-numerical approach to compute the steady-state 
probability distribution for the number of requests in the system both at arbitrary times and at 
instants of request arrival for Ph/M/c-type queues with and without state-dependencies.  Our 
method, inspired by a recent semi-numerical solution for M/Cn/1-type queues [BRA08], ex-
ploits the known form of the steady-state distribution, involves no iteration, and results in a 
simple numerically stable recurrence.  It avoids the explicit manipulation of potentially large 
matrices, and, because of the use of conditional probabilities, reduces the possibility of floating-
point numerical problems, especially as the number of servers and/or phases increases.    

This paper is organized as follows.  In the next section, we describe in more detail the 
Ph/M/c-type and Ph/M/c/N-type models considered and the proposed recurrent solution.  Sec-
tion 3 presents a formal proof of computational stability of our recurrent solution.  In Section 4 
we discuss the computational complexity of our approach, and present an example of numerical 
results obtained using it.  Section 5 concludes this note. 

 

2 Model and its recurrent solution 

2.1 State description 
The queue considered is shown in Figure 1.  There are 

€ 

c  homogenous servers.  The service 
times are assumed to be memoryless with individual service rate 

€ 

µ(n)  where 

€ 

n  is the current 
number of requests in the system.  In the case of a restricted queueing room, 

€ 

N is the maximum 
value for this number.   

Similarly to several authors [NEU94, LAT99], we represent the times between arrivals as a 
phase-type distribution, which we assume to be acyclic.  We denote by 

€ 

a the number of mem-
oryless phases, by 

€ 

τ j (n)  the probability that the arrival process starts in phase

€ 

j, j = 1,...,a , by 

€ 

λ j (n)  the rate of phase 

€ 

j , by 

€ 

rjl (n)  (

€ 

l > j ) the phase transition probabilities, and by 

€ 

ˆ r j (n)  the 
probability that the arrival process terminates after phase 

€ 

j .  We consider this queue in steady 
state for which the joint probability of the current stage of the arrival process and the current 
number of requests in the system, 

€ 

p( j,n) , is a common description.  Table 1 summarizes the 
principal notation used in this note. 

Table 1. Principal notation used. 

€ 

c  Number of servers 

€ 

n  Total current number of requests in the system; 

€ 

n = 0,...,N  for a finite queueing 
room 

€ 

τ j (n)  Probability that arrival process starts in phase 

€ 

j , 

€ 

j = 1,...,a  when there are 

€ 

n  
requests in the system 

€ 

λ j (n)  Completion rate for phase 

€ 

j  of arrival process  

€ 

rjl (n)  Probability that arrival process continues in phase 

€ 

l  upon completion of phase 

€ 

j , 

€ 

j,l = 1,...,a, l > j   

€ 

ˆ r j (n)  Probability that arrival process ends (new request generated) upon completion 
of phase 

€ 

j , 

€ 

j = 1,...,a 
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€ 

u(n)  Rate of request completions  given by

€ 

min(c,n)µ(n)  where 

€ 

µ(n)  is the service 
rate of a single server 

€ 

u* Limiting value of 

€ 

u(n)  with unrestricted queueing room 

€ 

p( j | n)  Conditional probability that the arrival stage is 

€ 

j  given that the number in the 
system is 

€ 

n   

€ 

α (n)  Conditional rate of arrivals given that the number in the system is 

€ 

n  (cf. (2)) 

€ 

˜ α  Limiting value of 

€ 

α (n)  with unrestricted queueing room 

€ 

p(n)  Steady-state probability that the number of customers in the system is 

€ 

n  

€ 

PA (n)  Probability that an arriving customer finds 

€ 

n  customers already present in the 
system 

€ 

n* Number of requests for which the state dependence ends for arrivals and service 
(

€ 

˜ n = n* +1) 

€ 

˜ ρ  Limiting geometric factor for an unrestricted queue  

2.2 Restricted queueing room (Ph/M/c/N-type queue) 
We first consider the case where the queueing room is finite so that no more than 

€ 

N  (

€ 

N > c) 
requests can be in the system (queued and in service).  With a finite queueing room, there are 
several possible assumptions regarding the arrival process when the buffer is full.  One simple 
possibility is that requests arriving to find the buffer full are simply lost (lost arrivals) and the 
arrival process continues unperturbed.  Another possibility, of interest in networking applica-
tions, is that the arrival process stops altogether when the buffer becomes full, and remains 
blocked until a request leaves the system (blocked arrivals).   Our approach can accommodate 
both assumptions.   

It is a straightforward matter to obtain the balance equations for the steady-state probability 

€ 

p( j,n)  that the current stage of the arrival process is 

€ 

j  and that the current number of requests 
is 

€ 

n .  It is also not difficult to show that the marginal probability that there are  requests in the 
system, 

€ 

p(n) , can be expressed as 

€ 

p(n) =
1
G

α (m −1) /u(m), n = 0,1,...
m=1

n

∏            (1) 

where 

€ 

α (n) = λ j (n)ˆ r j (n) p( j | n)
j=1

a

∑ ,            (2) 

and 

€ 

u(n) =min(c,n)µ(n) , and 

€ 

G  is a normalizing constant chosen so that 

€ 

p(n) = 1
n
∑ . 

From the definition of conditional probability, we have 

€ 

p( j,n) = p( j | n)p(n) .  Using this rela-
tionship together with (1) in the balance equations we obtain for 

€ 

n = 0,1...,N −1 in the case of 
lost arrivals 

€ 

p( j | n)[λ j (n) + u(n)] = p( j | n +1)α (n) + λl (n)rlj (n)p(l | n) +τ j (n)u(n)
l=1

j−1

∑ , j = 1,...,a .      (3) 

With lost arrivals, for 

€ 

n = N  we have 

€ 

p( j |N )[λ j (N ) + u(N )] = λl (N )rlj (N )p(l |N ) +τ j (N )u(N ) +τ j (N )α (N )
l=1

j−1

∑ , j = 1,...,a       (4) 

The equations for the case of blocked arrivals are given in the Appendix. 
Clearly, we have   

€ 

p( j | n) = 1, ∀n = 0,1...
j=1

a

∑              (5) 

Based on the form of equations (4) and (3), we let  

€ 

p( j | n) =ϕ j (n)α (n) + ξ j (n)u(n).            (6)   
We start from 

€ 

n = N .  Using (6) in equation (4) we readily obtain the coefficients 

€ 

ϕ j (N )and 

€ 

ξ j (N )  in the order 

€ 

j = 1,...,a (cf. eqs (18) and (19) in the Appendix).  From (6) and the normal-
izing condition (5) we determine 

€ 

α (N ) .  We are thus able to compute 

€ 

p( j |N )  using 

€ 

α (N )  and 
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the previously computed coefficients 

€ 

ϕ j (N ) and 

€ 

ξ j (N )  in (6).  We then consider consecutive 
decreasing values of 

€ 

n = N −1,...,0 .  For each 

€ 

n , the values of 

€ 

p( j | n +1)  are known, and we 
easily determine the coefficients 

€ 

ϕ j (n)and 

€ 

ξ j (n)  using (6) in (3) (cf. Appendix (18) and (19)).  
We obtain 

€ 

α (n)  using (6) in the normalizing condition (5), and hence 

€ 

p( j | n)  from (6).  Details 
of the recurrent computation are shown in the Appendix.   

Having obtained the values of 

€ 

α (n)  for 

€ 

n = 0,1... , we are ready to compute the steady-state 
probabilities for the number of requests in the system 

€ 

p(n)  from equation (1).   
The probability that an arriving customer finds 

€ 

n  customers already present in the system, 

€ 

PA (n) , can be expressed as  

 

€ 

PA (n) =
α (n)p(n)
α (i)p(i)

i≥0
∑

, n = 0,1,...            (7) 

From (7), it follows that the loss probability in the case of lost arrivals is given by 

€ 

PA (N ) .  In 
the case of blocked arrivals, we have 

€ 

α (N ) = 0  so that, as expected, 

€ 

PA (N ) = 0 .  The fraction of 
time during which the arrival process is blocked is then given by 

€ 

p(N ).   Note that 

€ 

α (n)  is the 
conditional state-dependent rate of arrivals, and exhibits in general a strong non-trivial depend-
ence on 

€ 

n , except in the case of a Poisson arrival process, in which case 

€ 

α (n)  is a constant. 

2.3 Unrestricted queueing room (Ph/M/c-type queue) 
We now consider the case of an unrestricted buffer size.  We assume that the state-

dependencies in the arrival process and in the service rate vanish starting with some value of the 
number of requests in the system, say, 

€ 

n = n*, so that we have 

€ 

τ j (n) =τ j
* , 

€ 

λ j (n) = λ j
* , 

€ 

rjl (n) = rjl
* , 

€ 

ˆ r j (n) = ˆ r j
*  and 

€ 

µ(n) = µ*  (and hence 

€ 

u(n) = u* = cµ*) for 

€ 

n ≥ n* .   Following a reasoning similar to 
the one used for a standard G/M/c queue [KLEI 75 page 246], it can be shown that the distribu-
tion of the number of requests found at arrival instants is geometric for 

€ 

n > n* .  It is easy to 
show that the steady-state probabilities 

€ 

p(n)  are also geometrically distributed for 

€ 

n > n* .  The 
geometric factor being 

€ 

α (n) /u* , it follows that, for the case 

€ 

n > n* , the 

€ 

α (n)  reach their limiting 
value 

€ 

˜ α .  Thus, from (2), the conditional probabilities 

€ 

p( j | n)  must also reach their limiting 
values 

€ 

˜ p ( j) .  The limiting value 

€ 

˜ α  is given by 

€ 

˜ α = ˜ p ( j)λ j
* rj

*

j=1

a

∑ .               (8) 

Hence, for 

€ 

˜ n = n* +1, the values of 

€ 

p( j | n)  become equal to 

€ 

˜ p ( j)  and 

€ 

α (n) = ˜ α .  Denoting the 
geometric factor by 

€ 

˜ ρ = ˜ α u*  we have  

€ 

p(n) =
1
G

α (k −1) /u(k)
k=1

n

∏ , n ≤ ˜ n 

α (k −1) /u(k)
k=1

˜ n 

∏
⎡ 

⎣ ⎢ 
⎤ 

⎦ ⎥ ̃
 ρ n− ˜ n , n > ˜ n 

⎧ 

⎨ 
⎪ ⎪ 

⎩ 
⎪ 
⎪ 

           (9) 

The normalizing constant 

€ 

G  can be written as 

€ 

G = 1+ α (k −1) /u(k) + α (k −1) /u(k)
k=1

˜ n 

∏
⎡ 

⎣ ⎢ 
⎤ 

⎦ ⎥ k=1

n

∏
n=1

˜ n −1

∑
1

1− ˜ ρ 
.         (10) 

Clearly, we must have 

€ 

˜ ρ <1, i.e., 

€ 

˜ α < u*  for the steady-solution to exist.  An in-depth discus-
sion of stability and related issues in a muti-server queue can be found in the work of Kiefer and 
Wolfowitz [KIE55] and Scheller-Wolf and Sigman [SCH97]. 

The limiting values 

€ 

˜ p ( j)  and 

€ 

˜ α  can be determined from the limit of equation (3) for 

€ 

n→∞  

€ 

˜ p ( j)(λ j
* + u* ) = ˜ p ( j) ˜ α + λl

*rlj
* ˜ p (l) +τ j

* u*

l=1

j−1

∑ , j = 1,...,a .           (11) 

Obviously, we must have 

€ 

˜ p ( j) = 1
j=1

a

∑ .  Based on this fact, a simple bisection can be used to 

solve equation (11) (see Appendix).    
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Thus, starting from the value 

€ 

˜ n = n* +1 and using the limiting values 

€ 

˜ p ( j)  as 

€ 

p( j | ˜ n +1) , we 
compute the values of 

€ 

p( j | n)  

€ 

( j = 1,...,a)and 

€ 

α (n)  for consecutive decreasing values of 

€ 

n = ˜ n , ˜ n −1,...,0  from recurrence (3) as described in the preceding section. 
In the case of a standard Ph/M/c queue, i.e., when there are no state dependencies in the arri-

val process or the service rate, the steady-state probabilities 

€ 

p(n)  are known to have a geomet-
ric form starting from 

€ 

n = c  [KLE75, ALL90 page 698].  Therefore, it is clear that our asymp-
totic factor 

€ 

˜ ρ  coincides with the solution of the well-known equation involving the Laplace-
Stieltjes transform of the inter-arrival time distribution (see e.g. [BOL05 equation (6.85) page 
265, ALL90 page 698).  Thus, the simple bisection (cf. Appendix) for the limiting probabilities 

€ 

˜ p ( j)  (equation (11)) provides an alternate way of computing this solution.    

3 Stability of recurrent solution 
In this section we show that our recurrent solution is computationally stable. We follow 

closely the line of reasoning presented for M/G/1-like queues [BRA08], adapting it to the distri-
bution type and queue considered in this note.  We write the recurrence as 

€ 

p( j | n)[λ j (n) + u(n)] = p( j | n +1)α (n) + λl (n)rlj (n)p(l | n) +τ j (n)u(n)
l=1

j−1

∑ , j = 1,...,a  

where we use the following notation 

€ 

p( j |N +1) =τ j , ∀j , in the case of a finite buffer with lost 
arrivals, and 

€ 

p( j |N ) = 0, ∀j , in the case of a finite buffer with blocking. 
As described in Section 2, the solution can be expressed as  

€ 

p( j | n) =ϕ j (n)α (n) + ξ j (n)u(n)          (12) 
with the coefficients 

€ 

ϕ j (n)  and  

€ 

ξ j (n)  given by 

€ 

ϕ j (n)[λ j (n) + u(n)] = p( j | n +1) + λl (n)rlj (n)ϕ l (n)
l=1

j−1

∑ , j = 1,...,a       (13) 

€ 

ξ j (n)[λ j (n) + u(n)] = λl (n)rlj (n)ξl (n) +τ j (n)
l=1

j−1

∑ , j = 1,...,a .       (14) 

From (6) and (5) we get for 

€ 

α (n)  

€ 

α (n) = [1− u(n) ξ j (n)] / ϕ j (n)
j=1

k

∑
j=1

k

∑ .  

We assume that the phase-type distribution of the time between arrivals has indeed 

€ 

a stages, 
so that 

€ 

λ j (n) > 0  and

€ 

τ j (n) + rlj (n) > 0
l=1

j−1

∑ for 

€ 

j = 1,...,a (in particular, 

€ 

τ1 (n) > 0 ).   

We first show that our recurrence for 

€ 

p( j | n)  produces positive values. 
Lemma 1: 
If 

€ 

p( j | n +1) > 0  for 

€ 

i > 1, then we have 
1. 

€ 

ϕ j (n) > 0  and 

€ 

ξ j (n) > 0  for 

€ 

j ≥ 1, 
2. 

€ 

α (n) > 0 , and 
3. 

€ 

p( j | n) > 0  for 

€ 

j ≥ 1. 
Proof of Lemma 1:  

1. follows directly from (13) and (14). 

2. Summing (14) over all values of 

€ 

j  and using the fact that 

€ 

τ j (n) = 1
j=1

a

∑ , we get 

€ 

ξ j (n)[λ j (n) + u(n)] = λl (n)rlj (n)ξl (n)
l=1

j−1

∑ +1
j=1

a

∑
j=1

a

∑ . 

Rearranging the terms and using the fact that 

€ 

rjl
l= j+1

a

∑ (n) = 1− ˆ r j (n) , we have 

€ 

1− u(n) ξ j (n) = ξ j (n)λ j (n)ˆ r j (n)
j=1

a

∑
j=1

a

∑ > 0 , and hence 

€ 

α (n) > 0 . 

3. Follows directly from the results of 1) and 2). 
Lemma 1 establishes that 

€ 

p( j | n) > 0  for 

€ 

j ≥ 1 and 

€ 

n ≥ 0 . 
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Consider now a set of perturbed conditional probabilities, where the perturbation correspond-
ing to floating point roundoff errors, 

€ 

˜ p ( j | n +1) = p( j | n +1) +Δp j
(n+1) . 

Because the conditional probabilities are normalized at each step of the recurrence, the pertur-
bations 

€ 

Δp j
(n+1)must satisfy 

€ 

Δp j
(n+1) = 0

j=1

a

∑ .  We assume that the perturbations are small so that we have 

€ 

˜ p ( j | n +1) > 0 .  

From (14) it is clear that the perturbation does not affect 

€ 

ξ j (n).   Let 

€ 

˜ ϕ j (n) =ϕ j (n) +Δϕ j
(n)  be the 

solution of (13) when 

€ 

p( j | n +1)  is replaced by 

€ 

˜ p ( j | n +1) .  

€ 

Δp j
(n+1)  and 

€ 

Δϕ j
(n)  are related by  

€ 

Δϕ j
(n)[λ j (n) + u(n)] = λl (n)rlj (n)

l=1

j−1

∑ Δϕ l
(n) +Δp j

(n+1) .         (15) 

In Lemma 2 we bound relative perturbations in 

€ 

ϕ j (n)  in terms of relative perturbations in 

€ 

p( j | n +1) . 
Lemma 2: 

€ 

Δp j
(n+1)  and 

€ 

Δϕ j
(n)  satisfy 

€ 

max
j

Δϕ j
(n)

ϕ j (n)
≤max

j

Δp j
(n+1)

p( j | n +1)
 

€ 

min
j

Δϕ j
(n)

ϕ j (n)
≥min

j

Δp j
(n+1)

p( j | n +1)
 

Proof of Lemma 2: see Appendix. 
Let  

€ 

˜ p ( j | n) = p( j | n) +Δp j
(n)  be the conditional probabilities at 

€ 

n  corresponding to 

€ 

˜ p ( j | n +1) .  

€ 

˜ p ( j | n)  is expressed in (12) as  

€ 

˜ p ( j | n) = ˜ ϕ j (n) ˜ α (n) + ξ j (n)u(n) 
where 

€ 

˜ α (n) = [1− u(n) ξ j (n)] / ˜ ϕ j (n)
j=1

a

∑
j=1

a

∑ .  

The following lemma relates 

€ 

Δp j
(n) to 

€ 

Δϕ j
(n) . 

Lemma 3:   

€ 

Δp j
(n)  satisfies 

€ 

Δp j
(n)

α (n)ϕ j (n)
=

1
1+Δβ (n)

Δϕ j
(n)

ϕ j (n)
−Δβ (n)

⎡ 

⎣ 
⎢ 
⎢ 

⎤ 

⎦ 
⎥ 
⎥ 
 

where 

€ 

Δβ (n) = Δϕ j
(n)

j=1

a

∑ ϕ j (n)
j=1

a

∑ . 

Proof of Lemma 3: see Appendix. 
The preceding lemmas give us the elements to prove the stability of our recurrent algorithm. 

We consider the following function to assess the magnitude of the relative error in 

€ 

p( j | n)   

€ 

g(n) =
max

j

Δp j
(n)

p( j | n)
−min

j

Δp j
(n)

p( j | n)

1+min
j

Δp j
(n)

p( j | n)

. 

Theorem 1: 

€ 

g(n)  satisfies 
1. 

€ 

g(n) ≤ g(n +1)  

2. 

€ 

max
j

Δp j
(n)

p( j | n)
≤ g(n) 

Proof of Theorem 1: 
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1. Because 

€ 

Δp j
(n)

j=1

a

∑ = 0 , we must have   

€ 

max
j

Δp j
(n)

p( j | n)
≥ 0  and 

€ 

min
j

Δp j
(n)

p( j | n)
≤ 0 .      

             (16) 
Using (12) and the results of Lemma 1, we have 

€ 

max
j

Δp j
(n)

p( j | n)
≤max

j

Δp j
(n)

α (n)ϕ j (n)
 and 

€ 

min
j

Δp j
(n)

p( j | n)
≥min

j

Δp j
(n)

α (n)ϕ j (n)
 

Substituting into function 

€ 

g(n)we obtain 

€ 

g(n) ≤
max

j

Δp j
(n)

α (n)ϕ j (n)
−min

j

Δp j
(n)

α (n)ϕ j (n)

1+min
j

Δp j
(n)

α (n)ϕ j (n)

. 

From the results of Lemma 2 and Lemma 3 we have  

€ 

max
j

Δp j
(n)

α (n)ϕ j (n)
−min

j

Δp j
(n)

α (n)ϕ j (n)

⎡ 

⎣ 
⎢ 
⎢ 

⎤ 

⎦ 
⎥ 
⎥ 

=
1

1+Δβ (n) maxj
Δϕ j

(n)

ϕ j (n)
−min

j

Δϕ j
(n)

ϕ j (n)

⎡ 

⎣ 
⎢ 
⎢ 

⎤ 

⎦ 
⎥ 
⎥ 

≤
1

1+Δβ (n) maxj
Δp j

(n+1)

p( j | n +1)
−min

j

Δp j
(n+1)

p( j | n +1)

⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ 

 

and 

€ 

1+min
j

Δp j
(n)

α (n)ϕ j (n)
=

1
1+Δβ (n) 1+min

j

Δϕ j
(n)

ϕ j (n)

⎡ 

⎣ 
⎢ 
⎢ 

⎤ 

⎦ 
⎥ 
⎥ 
≥

1
1+Δβ (n) 1+min

j

Δp j
(n+1)

p( j | n +1)

⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ > 0 . 

Combining these results yields 

€ 

g(n) ≤ g(n +1). 
2. Using (16), we conclude that 

€ 

g(n) ≥max
j

Δp j
(n)

p( j | n)
−min

j

Δp j
(n)

p( j | n)
≥max

j

Δp j
(n)

p( j | n)
 

Thus, Theorem 1 shows that our recurrent algorithm is numerically stable. 
In the next section we discuss the computational complexity of our method and present a nu-

merical result that illustrates its application. 
 

4 Performance of the method 
We start by a brief discussion of the computational complexity of our recurrent solution.  In 

the case of a finite queueing room of size N, i.e., the Ph/M/c/N-type queue, the total number of 
floating point operations can be evaluated in advance.  It varies with the precise nature of the 
phase-distribution considered, and can be expressed as 

€ 

ο (Nak )  where 

€ 

k ≤ 3.  For the generalized 
Coxian distribution where (with the exception of the last stage) 

€ 

rjl = 0  for any 

€ 

l ≠ j +1, we have 

€ 

k = 1.  Thus, for these types of distribution, which include the Erlang and the hyper-exponential 
distribution, the complexity is 

€ 

ο (Na) .  The maximum value of 

€ 

k = 3  is reached for a general 
acyclic distribution.  

In the case of an unrestricted queueing room, i.e., the Ph/M/c-type  queue, the first step is to 
solve for the limiting probabilities 

€ 

˜ p ( j) .  This step may involve a slightly variable, but gener-
ally modest (say, a few tens), number of bisection points (cf. Appendix).  The complexity of 
each bisection point is 

€ 

ο (ak ) , where the value of 

€ 

k  depends on the type of distribution of the 
time between arrivals as discussed for the Ph/M/c/N-type queue.  The second step involves our 
recurrence, and its complexity is 

€ 

ο ( ˜ n ak ) .  
In both cases, the memory space requirements of our approach are limited:  an array of 

€ 

a 
elements to hold the probabilities 

€ 

p( j | n)  for a single value of 

€ 

n  at a time, two arrays of 

€ 

a ele-
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ments for the coefficients 

€ 

ϕ j and 

€ 

ξ j , and a single array of 

€ 

(N +1) (or 

€ 

( ˜ n +1) ) elements to store 
the values of 

€ 

α (n) .   
Note that our recurrence requires no special arrangements for state-dependent systems.  Note 

also that by using the conditional probabilities 

€ 

p( j | n) , as opposed to the regular state probabili-
ties 

€ 

p( j,n) , we partition the state space into a set of subspaces individually normalized for each 
value of the number of requests 

€ 

n .  This has the effect of scaling up the numerical values ma-
nipulated, thus delaying the onset of loss of precision due to floating-point underflow problems.  
Depending on the number of stages and the specific instance of the phase-type distribution, 
such problems might otherwise occur even for moderate numbers of servers. 

To illustrate the application of our method, we consider a system with 32 servers, a Pareto-
like distribution of the time between arrivals and a finite buffer of 64 requests.  Such bursty 
distributions have been reported in I/O subsystems (e.g., [HSU03]), as well as computer net-
works (e.g., [JIA05, CRO97].)  The number of servers chosen might correspond, for instance, to 
the number of “exposures” in the case of Parallel Access Volumes [IBM99] in a mainframe I/O 
subsystem.  The phase-type representation of the Pareto-like distribution was obtained using the 
PhFit software [HOR02].  It contains 16 phases, 6 of which are used for the heavy-tail part of 
the distribution.  We represent in Figure 1 the results obtained using our method at close to 80% 
server utilization.  These results include the steady-state average-time probabilities 

€ 

p(n)  and 
the probabilities of the state upon arrival 

€ 

PA (n) . 
In Section 3 we have presented a theoretical proof that the proposed recurrence is computa-

tionally stable, and, in the many numerical examples we have considered, we found the method 
to be numerically stable in practice. 

 

 
Figure 1. Distributions of number of requests at arbitrary times and upon arrival. 

5 Conclusions 
In this note we propose a simple recurrent solution of Ph/M/c/N-type and Ph/M/c-type queues.  

The queues considered may have state-dependent arrival and service processes.  For systems 
with finite buffers, the proposed method can handle queues with lost arrivals, as well as with 
blocking.   

We derive our recurrent solution by considering the conditional probabilities of the arrival 
process given the number of requests in the system.  The resulting recurrence yields the state-
dependent arrival rates, and, hence, the steady-state probabilities for the number of requests 
both at arbitrary times and at instants of arrival.  The solution is exact, and involves no iteration.  
In the case of an unrestricted queueing room, the solution involves the computation of the limit-
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ing geometric factor (

€ 

˜ ρ = ˜ α u* ) and the limiting conditional probabilities before the actual re-
currence.  A simple bisection can be used to accomplish this task.   

The proposed solution is reasonably scalable as the number of servers and phases increases.  
For a generalized Coxian distribution of the inter-arrival times, its computational complexity is 

€ 

ο (Ma) , and it is 

€ 

ο (Ma3 ) for an arbitrary acyclic phase-type distribution, where 

€ 

a is the number 
of phases and 

€ 

M is the maximum population level for the recurrence, i.e., 

€ 

N  for the Ph/M/c/N-
type and 

€ 

˜ n  for the Ph/M/c-type queue.  It is interesting to note that, for phase-type distributions, 
many distribution fitting methods use the generalized Coxian distribution (or some simplified 
form thereof) [HOR02, BOB05, OSO06, KHA03, THU06, FEL97], for which the complexity 
of the proposed recurrent solution grows linearly with the number of stages.    

The use of conditional probabilities, as opposed to the joint probabilities of the current arrival 
phase and the number of customers in the system, has the distinct advantage of dividing the 
state space into subspaces individually normalized for each population level.  This scales up the 
values manipulated by the computation thus delaying the onset of numerical issues related to 
floating-point underflow. 

We present a theoretical proof that our recurrent solution is computationally stable, and our 
numerical trials indicate that the method is numerically stable in practice even with large num-
bers of phases.  Our recurrent solution requires minimal memory space.  It is also very simple to 
implement in a standard computer language.  
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7 Appendix 

7.1 Limiting probabilities with unrestricted queueing room  
To devise a simple solution for equation (11), let us treat the limiting rate of arrivals 

€ 

˜ α  as a 
parameter and write the equation as 

€ 

˜ p ( j) =
1

(λ j
* + u* − ˜ α )

[ λl
*rlj

* ˜ p (l) +τ j
* u* ]

l=1

j−1

∑ , j = 1,...,a .        (17) 

For 

€ 

˜ α < u* + min
j
λ j

* , 

€ 

˜ p ( j)  is a strictly increasing function of 

€ 

˜ α .  For 

€ 

˜ α = 0, summing (17) over 

all values of 

€ 

j , and dividing by 

€ 

u*, we get 

€ 

˜ p ( j) = 1− 1
u* λ j ˆ r j

*

j=1

a

∑
j=1

a

∑ <1.  On the other hand, as 

€ 

˜ α → u* + min
j
λ j , 

€ 

˜ p ( j) →∞ >
j=1

a

∑ 1.  Since 

€ 

˜ p ( j)
j=1

a

∑  is a continuous strictly increasing function of 

€ 

˜ α , 

there must be a unique value of 

€ 

˜ α  such that 

€ 

˜ p ( j)
j=1

a

∑ = 1 .  Given the geometric nature of the lim-

iting distribution of the number of requests in the system, we must have 

€ 

˜ α < u*  if the queue is to 
be stable. 

Thus, the limiting solution can be obtained through a simple bisection looking for a value 

€ 

˜ α ∈ (0,u* )  for which 

€ 

˜ p ( j)
j=1

a

∑ = 1 . 
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7.2 The Pareto-like distribution used in Section 4  

	  

Probabilities Phase rate 

 4.96299789e-
002  7.02937615e+000 

 6.55622766e-
002  5.60291523e+000 

 6.08048526e-
002  5.01429942e+000 

 3.95306023e-
002  4.39854222e+000 

 8.43336270e-
002  4.11181239e+000 

 1.11445442e-
001  3.09159050e+000 

 4.34658002e-
002  2.59431915e+000 

 1.13779144e-
002  2.52635899e+000 

 3.87506920e-
002  2.45646593e+000 

 2.30172016e-
001  2.25907287e+000 

  5.27071506e-
007  2.23401704e-005 

 8.11915805e-
006  1.69154794e-004 

 1.08429620e-
004  9.82553880e-004 

 1.42476517e-
003  5.49823548e-003 

 1.86758284e-
002  3.05903719e-002 

 2.44709129e-
001  1.70040180e-001 

  	  

Figure 2. Pareto-like distribution for the time between arrivals used in Section 4. 

7.3 Details of the recurrent computation 
We look for a solution to equation (3) of the form 

€ 

p( j | n) =ϕ j (n)α (n) + ξ j (n)u(n).  For our 
purpose here, we let 

€ 

p( j |N +1) =τ j ,∀j .  Equation (3) then implies 

€ 

ϕ j (n) =
1

[λ j (n) + u(n)]
{ p( j | n +1) + λl (n)rlj (n)ϕ l (n)}

l=1

j−1

∑ , j = 1,...,a       (18) 

and 

€ 

ξ j (n) =
1

[λ j (n) + u(n)]
{ λl (n)rlj (n)ξl (n) +τ j (n)
l=1

j−1

∑ }, j = 1,...,a        (19) 

The unknown 

€ 

α (n)  is determined from the normalizing condition (5) 

€ 

α (n) = [1− u(n) ξ j (n)
j=1

a

∑ ] / ϕ j (n)
j=1

a

∑ .          (20) 

The computation for 

€ 

n = N −1 in the case of communication blocking proceeds in an analo-
gous way. 

Our recurrent computation can be summarized as follows: 
 
For 

€ 

n from 

€ 

N  to 

€ 

0 
Do 

 Compute coefficients 

€ 

ϕ j (n) and 

€ 

ξ j (n) for 

€ 

j from 

€ 

1 to 

€ 

a 
 Compute 

€ 

α (n) using (20) 
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 Compute 

€ 

p( j | n) for 

€ 

j from 

€ 

1 to 

€ 

a using (6) 
EndFor 
  
Compute 

€ 

p(n) and 

€ 

PA (n) using (1) and (7) 
 

7.4 Proof of Lemmas 2 and 3 
Proof of Lemma 2: 

Suppose 

€ 

max
j

Δϕ j
(n)

ϕ j (n)
 is attained at 

€ 

j = m .  Then, for 

€ 

j = m , we can write (15) as  

€ 

Δϕm
(n)

ϕm (n)
⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ ϕm (n)[λm (n) + u(n)] − Δϕ l

(n)

ϕ l (n)
⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ 

l=1

m−1

∑ ϕ l (n)λl (n)rlm (n) =
Δpm

(n+1)

p(m | n +1)
⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ p(m | n +1) 

which leads to 

€ 

Δϕm
(n)

ϕm (n)
⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ {ϕm (n)[λm (n) + u(n)]− ϕ l (n)λl (n)rlm

l=1

m−1

∑ (n)} ≤ Δpm
(n+1)

p(m | n +1)
⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ p(m | n +1) . 

On the other hand, at 

€ 

j = m , (13) becomes 

€ 

ϕm (n)[λm (n) + u(n)] − ϕ l (n)λl (n)rlm (n)
l=1

m−1

∑ = p(m | n +1). 

Combining these two results, yields  

€ 

max
j

Δϕ j
(n)

ϕ j (n)
=
Δϕm

(n)

ϕm (n)
≤

Δpm
(n+1)

p(m | n +1)
≤max

j

Δp j
(n+1)

p( j | n +1)
. 

In an analogous manner, we obtain 

€ 

min
j

Δϕ j
(n)

ϕ j (n)
≥min

j

Δp j
(n+1)

p( j | n +1)
 

Proof of Lemma 3:  

€ 

Δα (n) = ˜ α (n) −α (n)  

 

€ 

=
1− u(n) ξ j (n)

j=1

a

∑

ϕ j (n) +Δϕ j
(n)[ ]

j=1

a

∑
−
1− u(n) ξ j (n)

j=1

a

∑

ϕ j (n)
j=1

a

∑
 

€ 

=

− 1− u(n) ξ j
j=1

a

∑ (n)
⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ Δϕ j

(n)

j=1

a

∑
⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ 

ϕ j (n)
j=1

a

∑
⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ ϕ j (n) + Δϕ j

(n)

j=1

a

∑
j=1

a

∑
⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ 

= −α (n) Δβ (n)

1+Δβ (n)  

€ 

Δp j
(n) = ˜ p ( j | n) − p( j | n) 

€ 

= ϕ j (n) +Δϕ j
(n)[ ] α (n) +Δα (n)[ ] −α (n)ϕ j (n)  

€ 

=α (n)Δϕ j
(n) +Δα (n) ϕ j (n) +Δϕ j

(n)[ ]  

€ 

=α (n) Δϕ j
(n) −

Δβ (n)

1+Δβ (n) ϕ j (n) +Δϕ j
(n)[ ]

⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ 

€ 

=
α (n)

1+Δβ (n) Δϕ j
(n) −Δβ (n)ϕ j (n)[ ] . 

7.5 Ph/M/c/N queue with blocking 
We consider here communications type of blocking where the arrival process is stopped alto-

gether when the number of requests in the system becomes 

€ 

N .  The arrival process then restarts 
after the departure of a request.   For this type of blocking, the equations for the top two values 
of 

€ 

n  change.  For 

€ 

n = N , there are no arrivals, the probabilities 

€ 

p( j |N )  are meaningless and 

€ 

α (N ) = 0  (of course, 

€ 

p(N )  is in general non zero.)  For   

€ 

n = N −1, we get  
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€ 

p( j |N −1)[λ j (N −1) + u(N −1)]

= λl (N −1)rlj (N −1)p(l |N −1) +τ j (N − 2)u(N −1) +τ j (N −1)α (N −1)
l=1

j−1

∑ , j = 1,...,a
               (21) 

The steady-state probabilities 

€ 

p(n)  are obtained, as before, from (1).  Note that equation (21) 
is similar to equation (4) except that it applies to 

€ 

n = N −1.  For 

€ 

n = 0,...,N − 2 , equation (3) ap-
plies as before.  The probabilities upon arrival are given by formula (7).  The probability that 
the source is blocked is simply 

€ 

p(N ) . 
The blocking described above corresponds either to a closed network of two stations with a 

total population of 

€ 

N  requests, or a node in a computer network with a buffer size of 

€ 

N  packets 
where the source generating the packets is prevented from overflowing the buffer. 
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