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ABSTRACT

Expressive Al is a hybrid practice, combining i

intelligence (Al) research and art making, that idtameously
focuses on the negotiation of meaning mediatedrbgra object
and the internal structure of Al systems. These twpaaently
disparate views are unified through the conceptfédrdance:
negotiation of meaning is conditioned by interpretaffordances
while the internal structure of the Al system isditioned by
authorial affordances. This paper employs a strabifit semiotic
analysis to unpack the notion of interpretive andharial

affordance, exploring the deep relationships betwéé code
structures, authorial intentionality, and cultwalhegotiated
meaning.
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1. Introduction

Art and artificial intelligence (Al) research appe®@ be quite
different practices. Where art practice focuseghennegotiation
of meaning as mediated by the art object, Al reseéocuses on
internal system structure and the interaction betwgystem and
environment. My work in Al-based art and enterta@émmn
simultaneously engages in Al research and art rgakimesearch
agenda and art practice | cBkpressive AJ10, 11].

Expressive Al has two major, interrelated thrugis: exploring
the expressive possibilities of Al architecturesposing and
answering Al research questions that wouldn’t deerh unless
doing Al research in the context of art practiced §2) pushing
the boundaries of the conceivable and possiblerin-acreating
artwork that would be impossible to conceive ofboild unless
making art in the context of an Al research practic

Expressive Al is thus a hybrid practice simultarspdocusing
on the negotiation of meanirand the internal structure of Al
systems. These two apparently disparate viewsrsfied through
the concept of affordance: negotiation of meansgadnditioned
by interpretive affordances while the internal stawe of the Al
system is conditioned by authorial affordanceg1l | described
how a focus on authorial expression changes theeAéarch
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agenda, positioned Expressive Al relative to botimtslic and
embodied Al, and introduced the idea of interpeetind authorial
affordance. This paper employs a structuralist sémanalysis to
unpack the notion of interpretive and authorialoafince,
exploring the deep relationships between Al codectires,
authorial intentionality, and culturally negotiatedaning.

2. Example Systems

This section provides brief descriptions of thred-bAsed
artworks. These systems are used as examples Huouthe rest
of the paper.

2.1 Office Plant #1

Walk into a typical, high tech office environmeand, among the
snaking network wires, glowing monitors, and clickkeyboards,
you are likely to see a plant. In this cyborg eoriment, the silent
presence of the plant fills an emotional niche.dsnfately, this
plant is often dying; it is not adapted to the fiegcent lighting,
lack of water, and climate controlled air of théic. Office Plant
#1 [5] is an exploration of a technological objeaapted to the
office ecology, that fills the same social and doml niche as a
plant. Office Plant #1employs text classification techniques to
monitor its owner's email activity. Its robotic hodeminiscent of
a plant in form, responds in slow, rhythmic moversdn express
a mood generated by the monitored activity. In toidj low,
quiet, ambient sound is generated; the combinatbrslow
movement and ambient sound thus produces a senses&nce,
responsive to the changing activity of the offewironment.

Figure 1. Office Plant #1.
Office Plant #1 classifies incoming email into social and

emotional categories using Al statistical text sifisation
techniques. Given the categories detected by ttedl efassifiers,
a Fuzzy Cognitive Map (FCM) determines which bebathe
plant should perform. The FCM is a neural netwdkk-ktructure



in which nodes, corresponding to behaviors, areected to each
other by negative and positive feedback loops.

2.2 Terminal Time

Terminal Time[14] is a story generation system that constructs

ideologically-biased documentary histories, colrgisbf spoken
narrative, video sequence and sound track, in respoto
audience feedback measured by an applause meter.oDine
goals of Terminal Timeis to build a caricature model of the
documentary film production process. Rather thabjéctively”
reporting a sequence of events through the eyeaainzera (the
implied production process in documentary film),eets are
instead selected and biased so as to satisfy atogieal position,
assembled into a desired narrative, and only thetideo footage
selected to illustrate the constructed narrativeaAarge-audience
interactive artworkTerminal Timeallows an audience to explore
the role of ideological bias in the constructiorhadtory. As an Al
research systemJerminal Timeintegrates a novel model of
ideologically-biased reasoning within a story-gatien
framework.

The architecture makes use of several represemsat@nd
knowledge sources including: a knowledge base sfofical
events represented in an ontology based on the rU@ge
Ontology, ideologue-specific representations oftatieal goals
that select and “spin” events, rhetorical devites tan be used to
“glue” spins together to form historical narratiyes plan-based
natural language generator, and a database ofitelered video
clips.

2.3 Facade

Facadeis an artificial intelligence-based art/researgpegiment
in electronic narrative — an attempt to move beytnaditional
branching or hyper-linked narrative to create &ftgalized, one-
act interactive drama [12, 13facadeincorporates the player’s
interaction with autonomous characters into a wkdped
dramatic arc with a clear inciting incident, proggiee
complication leading to a climax, and closureFatade you, the
player, play the character of a longtime friendGséce and Trip,
an attractive and materially successful couple heirt early
thirties. During an evening get-together at thgarément that
quickly turns ugly, you become entangled in thehkignflict
dissolution of Grace and Trip’s marriage.

Architecturally, Facade consists of a number of components.

ABL (A Behavior Language) is a novel reactive plizngn
language for authoring believable agents. ABL ptesilanguage
support for authoring coordinated, multi-charactéramatic
action. The drama manager operationalizes draniats. In
dramatic writing, a beat is the smallest unit o&rdatic value
change, where dramatic values are properties dfichdhls or
relationships such as trust, love, hope, etcFdgadebeats are
architectural entities, consisting of preconditioaglescription of
the values changed by the beat, success and faiturditions,
and joint behaviors (written in ABL) that coordiratthe
characters in order to carry out the specific b&&e drama
manager attempts to sequence beats so as to inatEpdayer
interaction while making specific dramatic arcs lea change
graphs) happen. The natural language processitgnsysmploys
semantic parsing to map dialog typed by the player discourse
acts (e.g. agree, disagree) and interprets thdtiregsuliscourse
acts as a function of the current discourse confexist often

defined by the currently active beat). Finally, astom non-
photorealistic animation engine presents the stamd as a real-
time, 3D space through which the player can moestuge,
interact with objects, and talk with charactersal@y input is
accomplished through typing).

3. Affordances

The notion of affordance was first suggested bys@Gib[8] in his
theory of perception and was later re-articulatgdNborman [17]
in the field of interface design. For Gibson, affances are
objective actionable properties of objects in the worldr Ro
animal to make use of the affordance, it must ofrse perceive it
in some way, but for Gibson, the affordance isehghether the
animal perceives it or not; an unperceived affoocgais waiting to
be discovered. For Norman, affordances becpereived and
culturally dependentThat is, rather than viewing the relationship
between sensory object and action as an indepepdepérty of
the object+animal system, this relationship is weEnt,
dependent on the experiences of the perceiver widtdme
cultural framework. For example, for a person wias bpent the
last 10 years using the web, blue underlined text affords an
action, clicking with a pointing device, with th&pectation that
this clicking will “follow a link” to another infomation node. If
blue underlined text is used in a different integfanerely as a
way to emphasize text, this is likely to generatefasion because
the hypothetical interface is violating an affordanlt is this
second notion of contingent affordance that | usehBut note
that though affordances are contingent, they atearfuitrary —
affordances are conditioned by the details of humlaysiology
(what we can sense, how our bodies move), by @lltaemory,
and by the perceivable physical properties of dbje&/hile new
affordances can come into existence, as illustratedhe link-
following affordance of blue underlined text, thes@ovations
are conditioned by earlier affordances (e.g. theysichl
affordances of computer mice) and take active calltwork to
establish.

3.1 Interpretive Affordance

Interpretive affordances support the interpretatiam audience
makes about the operations of an Al system, camdity the
meanings negotiated between artist and audienderphetive
affordances provide resources both for narratimgdperation of
the system, and additionally, in the case ofrderactivesystem,
for supporting intentions for action.

For Al-based art, narrative affordances supportahdience in
creating a story about the operation of the pieue laow this
operation relates to the artist’s intention. Foaraple, imagine
havingOffice Plant #1on your desk. The name, plus the physical
form, prepares one to view the sculpture as a plait has
identifiable parts that metaphorically relate t@ tstem, flower,
and leafs of biological plants. The wooden box lé tbase,
hammered finish of the flower, and whimsical piamioe fronds
topped with crinkled, copper-foil-wrapped spheigse the plant
a non-designerly, hand-built look that communicatest it is
neither a consumer electronic toy nor serves amgctional
purpose. Yet it is clearly a machine — it hums tyiavhile
operating, moves very slowly (the motion is visiloely if you
watch patiently), and, when returning to the deséran absence,
is sometimes in a different configuration than @saleft in. The
plant starts moving when email is received; ovaretione can



notice a correlation between the plant's physicaggs and the
email received. All of the perceived features o thlant, the
materials used and the details of fabrication piimgsical form, the
temporal behavior, the relationship between thikab®r and
email, constitute the narrative affordances, theoks” that the
plant’'s owner uses to make sense of the plantntenstand the
plant in relationship to themselves and their dadsivity.

For interactive art, intentional affordances suppgbe goals an
audience can form with respect to the artwork. Huelience
should be able to take an action and understandthewartwork
is responding to this action. This doesn't meart tha artwork
must provide simple one-to-one responses to thdeacels
actions. Such simple one-to-one
uninteresting; rather, the poetics of the piecd wibst likely

avoid commonly used tropes while exploring ambigsit

surprise, and mystery. But the audience should ble #

understand that the system is responding to theen & the

response is unexpected or ambiguous. The audidrm@dsbe

able to tell some kind of unfolding story aboutithieteraction

with the work. Both the extremes of simple sterpetyresponses
to audience interaction making use of well-knowopgs, and
opaque incoherence with no determinable relatign&@tween
interaction and the response of the art work, ghbalavoided.

A concern with interpretive affordances is ofterieal to Al
research practice. Though the role of interpretattosometimes
discussed (e.g. the Turing test is fundamentallyouab
interpretation [20], Newell's knowledge level is attribution

made fromoutsidean Al system [15]), most often Al systems are

discussed in terms @itrinsic properties. But for artists, a concern
with interpretive affordance is quite familiar; rigting meaning
between artist and audience is central to artigtiactice.
Expressive Al adopts this concern within the conte#xAl-based
art. But Expressive Al also adopts a concern far ihternal
functioning of the artifact from Al research praeti

3.2 Authorial Affordance

The authorial affordances of an Al architecture @we “hooks”
that an architecture provides for an artist tofigctheir authorial
intention in the machine. Different Al architectsirgrovide
different relationships between authorial controhda the
combinatorial possibilities offered by computati@xpressive Al
engages in a sustained inquiry into these authaffardances,
crafting specific architectures that afford apprajer authorial
control for specific artworks.

This concern with the machine itself will be familito Al
research practitioners. However, Al research practoften
downplays the role of human authorship, focusing tbe
properties of the architecture itself independenary “content”

authoredwithin the architecture. Multiple architectures are most

often compared in a content-free manner, compatieg along
dimensions and constraints established by theafesind, or
theories of brain function (not necessarily at kbwest, neuron
level), or comparing their performance on estaklishenchmark
problems. For Expressive Al, the concern is witkwhbe internal
structure of the machine mediates between authmrahd the
runtime performance.

A focus on the internals of the machine itself fiem alien to
current electronic media practice; the internalcitire of the
machine is generally marginalized. The machine Ifitse

considered a hack, an accidental byproduct of thést'a
engagement with the concept of the piece.

One might generalize in this way (with apologiesbimth
groups): artists will kluge together any kind of saeof
technology behind the scenes because the cohedértbe
experience of the user is their first priority. &dists wish for
formal elegance at an abstract level and do nohesipe, or
do not have the training to be conscious of incgieakcies in,
the representational schemes of the interface. [18]

In discussions of electronic media work, the indérstructure of
the machine is almost systematically effaced. Wienstructure
is discussed, it is usually described at only tighdst-level, using

responses  would behype-ridden terminology and wishful component namie.g.

“meaning generator”, “emotion detector”). At its she such
discursive practice is a spoof of similar practiegthin Al
research, and may also provide part of the contékin which
the artist wishes her work to be interpreted. Atwtorst, such
practice is a form of obfuscation, perhaps maskirggap between
intention and accomplishment, the fact that thehimecdoes not
actually do what is indicated in the concept of ifece.

Yet it is nonetheless the case that an artist'sceon with the
coherence of the audience experience, with thetingafof
interpretive affordances, is entirely appropriatecreating an
audience experience is one of the primary readomsttwork is
being made in the first place. So why should arstadoncern
herself with authorial affordances, with the steuat properties of
the machine itself? Because such a concern allowartst to
explore expressive possibilities that can only lpened by a
simultaneous inquiry into interpretive affordancenda the
structural possibilities of the machine. Interpretand authorial
affordances are coupled — a concern with the mackimbles
audience experiences that aren’t achievable oteerwi

3.3 Combining Interpretive and Architectural

Concerns

The splitting of Al-based art practice into intexfive and
authorial concerns is for heuristic purposes omly,a way to
understand how Expressive Al adopts concerns frath fart

practice and Al research practice. Expressive Ahcfce

combines these two concerns into a dialecticallgted whole;
the concerns mutually inform each other. The “iiaes” is not
separated from the “architecture”. In a processotdl design, a
tight relationship is maintained between the sgnsgperience of
the audience and the architecture of the system.arbhitecture
is crafted in such a way as to enable just thosenosal

affordances that allow the artist to manipulate thierpretive
affordances dictated by the concept of the piet¢éhé same time,
the architectural explorations suggest new waysdaipulate the
interpretive  affordances, thus suggesting new qooce
opportunities. Thus both the artist's engagemeth whe inner
workings of the architecture and the audience’segrpce with
the finished artwork are central, interrelated @wns for
Expressive Al.

The Al-based artist should avoid architectural etakions that
are not visible to the audience. However, this adition should
not be read too narrowly. The architecture itsed/rhe part of the
concept of the piece, part of the larger interpeettontext of
people theorizing about the piece. For example,cameimagine
building a machine likeTerminal Timein which some small



collection of historical narratives have been pigem. The
narrative played is determined by a hard-coded cBefe
mechanism keyed off the audience polls. For any ardience,
the sensory experience of this piece would be fimdjsishable

from Terminal Time However, at a conceptual level, this piece

would be much weaker thaherminal Time A Terminal Time
audience is manipulatingpocedural procesthat is a caricature
of ideological bias and of institutionalized docuray
filmmaking. The operationalization of ideology istical to the
concept of the piece, both for audiences and fistarand critics
who wish to theorize the piece.

4. The Code Machine and the Rhetorical

Machine

Al (and its sister discipline Artificial Life), caists of both
technical strategies for the design and implemmtatof
computational systems, and a pared, inseparaglelytientangled
collection of rhetorical and narrative strategies falking about
and thus understanding these computational sysierimgelligent,
and/or alive.

These rhetorical strategies enable researchersettanguage such
as “goal”, “plan”, “decision”, “knowledge”, to sinttaneously

refer to specific computational entities (piecespofgram text,

data items, algorithms) and make use of the syst#mseaning

these words have when applied to human beings.dthible use

of language embeds technological systems in brosgems of

meaning.

Physical processes Discursive strategies
Uninterpreted Interpreted
computation computation

Complex causal
flows
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progress

@
o=
o
=.
o
-2
=
D
o
.
=
™

Figure 2. Total system = code machine + rhetoricahachine

There is an uncomfortable relationship betweenralpuelational
(and thus literally meaningless) technical manipoia of

computational material, and the interpretation ohist
computational material by a human observer. Simuh Mewell

posited the physical symbol system hypothesis asydamental
assumption of Al [16]. This hypothesis states thaphysical
system consisting of a material base that can takevarious
configurations (call these configurations “symbdlsand a
material process that manipulates these physigstethations to
yield new constellations is sufficient for the pootion of

intelligent behavior. This formulation immediatgbyoduces an
interpretation problem in which an external obsefgenecessary
in order to view the material constellations asnsign such a
manner that intelligence can be observed in the emaht
production of sign from sign. Interpretation, witdl of its

productive open-endedness, is thus crucial to #faiton of

intelligent system, but is usually pushed to thekigeound of Al

practice.

The necessity of rhetorical strategies of integdieh is not
avoided by “subsymbolic” techniques such as newealvorks or
genetic algorithms utilizing numeric genomes (het the tree-

shaped, symbolic genomes of genetic programmingy, by
machine learning methods based on generalizatmn fraining
data, nor by behaviorist robotic techniques thak sensors to
effectors through stateless combinational circudryfinite state
machines. These approaches still require the irgtiion of an
observer in order to make sense of the input/outplationships
exhibited by the system, to select the primitivetegaries
(features) with which the inputs are structured] amtell stories
about the processes producing the input/outputtisakhips.
These stories are essential for thinking througliclwhechnical
constructions to try next, that is, for simultanglgudefining a
notion of progress and a collection of incremerntthnical
constructions that make progress according tonti®n.

The rhetorical strategies used to narrate the tiparaf an Al

system varies depending on the technical appropogisely

because these interpretative strategies are inaltyi part of the
approach. Every system is doubled, consisting oth ba

computational and rhetorical machine (see figure Xubled

machines can be understood as the interactiontdedat) two

sign systems, the sign system of the code, angnasgistem used
to interpret and talk about the code.

The central problem of Al is often cast as the ‘kiemlge
representation” problem. This is precisely the pepbof defining
structures and processes that siraultaneouslyamenable to the
uninterpreted manipulations of computational systeand to
serving as signs for human subjects. This quesdhasn Al to
be the most promiscuous field of computer scieeogaging in
unexpected and ingenious couplings with numerowsddi
including psychology, anthropology, linguistics,yglts, biology
(both molecular and macro), ethnography, ethologgthematics,
logic, etc. This rich history of simultaneous corgtional and
interpretive practice serves as a conceptual resofar the Al-
based artist.

The relationship between the sign system of thes qtide code
machine) and the sign system used to talk abouttite (the
rhetorical machine) can be explicated via a sergiol analysis.
By semiology, | mean the semiotic tradition followi Saussure’s
General Linguistics [19], and explicated by thirkeuch as [9,
4]. The treatment in this paper most closely foBdBarthes [3, 4].

4.1 The Code System

The program code, considered as a sign systemesetsvo
planes: a plane of expression containing the sphedl possible
pieces of program text (the marks on a screen ge)pand a
plane of content containing the space of all pédérixecutions.
That is, a piece of program code is a signifiemying (the
mental concept of) the effect of executing thisedeor example,
the signified of the simple sign (code fragmext¥ 1 is, for
programmers used to working in imperative languagesbably
something like placing a 1 within a box labeled x.

Note that code signs, as is the case with any gigovide no
privileged access to an unmediated reality. Thaifggl is the
mental concept of an execution, not the executisalfi The
relationship between the mental concept of an di@ctand the
physical effect of executing a piece of code on amceete
computer (e.g. for contemporary digital computerhanging
voltage levels in pieces of silicon) falls outsiafethe purview of
structuralist semiotics. A code fragment is a digmetion, having
both a utilitarian, technical use (the physicakeffof executing



the code on a concrete machine), while serving sigrafor its
potential execution. Obviously there are constsainiposed on
sign value by use value; for example, the phydicaif a rubber
ball, and the technical functions (e.g. bouncingiatt the
physicality of a rubber ball supports, prevents gbfeast makes
quite difficult) the rubber ball from taking on tlsgn value of a
tasty snack. Similarly, the possible sign valuea ocbde fragment
are constrained by the use value, the physicalctefté its
execution on concrete machinery. Though a strulistisemiotic
analysis has its limits, such as difficulty in off|g a detailed
analysis of the relationships between sign and wmee, it
remains the case that much of human activity igctired by
language-like interactions, from which a semiotialgsis gains
its traction. In the specific case of the actiuitfy programming,
programmers think about potential executions amld @nd write
texts to express those potential executions; targuage-like
activity suggests that the semiotic view of progreode as a sign
system, while not explainingverythingabout the human activity
of programming, is likely to yield dividends.

To further unpack the idea of code as a semiostesy, consider
the example of rhetorical goals iferminal Time The textual
representation, the code, for a specific rhetorigs| appears in
Figure 3.

(def-rhet goal
:nane :gi ve- positive-exanpl e-of - bi g- sci ence
: app-test
(%and

($isa ?event ¥%Bci Techl nnovati onEvent)
($performedBy ?event ?bigsci)
($i sa ?bigsci $Legal Gover nnment Or gani zat i on)
($i sa ?bigsci $ResearchOrgani zation))

:rhet-plans (:describe-event)

:enotional -tone : happy)

Figure 3. The code representation of a rhetorical @al.

This complex sign is itself a syntagm, composed cbnstellation
of signs. But considering the complex sign as atyunihe
rhetorical goal signifies potential executions ihieh the system
will tend to include a certain class of histori@lents in the
constructed documentary, in this case, events inichwh
governmental research organizations engage in t#ieror
technical research, in such a way as to make aiegroint, in this
case, that it is beneficial when science and gowerm come
together. It is interesting, perhaps surprisingt tthis relatively
small textual signifier signifies potential exeauts that relate so
directly to Terminal Time's output; watching a generated
documentary (in which this goal is active) withstltiode sign in
hand, it is possible to relate the appearance e€ifp historical
events in the documentary (such as a breathlessyirg
description of the moon landing or the inventiontleé atomic
bomb) to this code sign, that is, to the effectesacution of this
textual signifier. It is certainly not a given thatsystem of code
signs would necessarily provide form to the plarfetextual
representations (expression) and the plane of patexecutions
(content) in this way. It takes work to articuléite planes in this
particular way — this work is in fact tleeeation of a custom code
system

Standard languages, such as C++, lisp, or Javanedebde
systems, specific ways of chopping up the spacegextual
representations and potential executions. Like nsagry-function
systems, the more radical innovation of the creatb the sign

system lies with special individuals or organizaiovho define
the language, with consumers of the language lirtieeworking

with the signs, the associations between text axeCigion,

established by the language. But it is standardctipe in

computer science, enabled by Turing equivalenceysto a pre-
given code system (language) to implement new sgsiems that
provide different associations between text and execuftidns

practice allows individuals to engage in the momical

innovation of creating new code systems particyladited for a
specific task. Mainstream languages, such as tiee tmentioned
above, tend to be strongly procedural; the corstroicture, which
determines the temporal relationship between liesxecution, is
explicitly captured in the textual representatiblowever, this is
not the only kind of code system. One can defineelgu
declarative code systems, such as the rhetorical goove. In
declarative systems, the textual representatiors doé explicitly

capture temporal relations in execution. Rathee, ¢hde signs
indicate execution propensities. The system as aemhill tend

to behave in certain ways if the declarative sigmart of the
system, though the precise execution path (tempeglence of
sign execution) is unknown. Or the custom languengy be a
hybrid, such as ABL, which combines the declarateatures of
production systems with the procedural features nabre

mainstream languages.

The architectureis the conglomeration of code that implements a
custom language, that is, establishes the reldtiprizetween bits
of textual representation and potential executiéas.example, in
Terminal Timea rhetorical goal becomes a sign by virtue of its
role within the entire architecture. The rhetoricgdal has
relationships with or participates in many partshef architecture,
including the knowledge base, the story board (@hwarrative
construction takes place), natural language geoatatthe
selection of music, and (indirectly, through theal effect on
the natural language generator) the sequencingid&ovclips.
This little bit of text gains its meaning througts ieffect on a
broad array of processes throughout the architectur

At this point it is possible to provide a semioticcount of the
code system properties that yield interpretive amdhorial
affordances.

4.1.1 Affordance in the Code System

An Al-based artwork is a semiotic system productivk a
(potentially large) number of syntagms. Al-basetivarks are
thus generative computational processes provide the
combinatoric machinery necessary to select termofithne fields

of potential terms (associative fields) providedthg system. The
system produces variable syntagms in differentasitns. For
example,Office Plant #1'sbehavior over time depends on the
email received by its owner, the content of documrdes
generated byrerminal Timedepends on audience answers to the
psycho-graphic polling questions, and Trip and &smoment-
by-moment behavior iffagcade as well as the more global story
structure, depend on the player’s real-time intesacand patterns
of interaction over time.

The internal structure of the machine, the prograde, wires,
circuits and motors out of which a work might benstucted, is
itself a syntagm of the semiotic system definedhgyarchitecture
(see Figure 4). The architecture consists of thstoom code
systems, processes, modules, and relationshipeéetmodules,
which together define the implementation languathes sign



system within which the work will be constructeduilBing an
Al-based artwork thus means constructing a semmtatem of
implementation (an architecture, systesuch that it supports the
construction of a syntagm (the specific work buwilithin the
architecture, syntagf) which, when executed, becomes a
semiotic system (systejnautonomously productive of its own
syntagms (syntaggh in different situations. System (the
architecture) has appropriaa@thorial affordancesvhen there is
a “natural” relationship between changes to thetagm and
changes in the syntagmatic productivity of systeBy “natural”
is meant that it is easy to explore the space oitagynatic
productivity consistent with the artistic intentiohthe piece.

system = architecture

code signifiersimultaneously
signify potential execution and
audience signs

syntagmy, = code signs

meta-language

potential

syntagm implemeents system
e executiol

codesignifier

syntagm, = audience signs

audierjcesign

object language

system = executing system

Figure 4. Relationships in the code system.

For example, inTerminal Time the Al architecture is systgm
Syntagm is the collection of historical events (collectomf
higher-order predicate calculus statements), riatiorgoals,
rhetorical devices, natural language generatioestuthetorical
plans, and annotated video and audio clips, whiteaively
make up the specific artwork that T&rminal Timé& Individual
signs within syntagm as well as syntagiras a wholeare signs
(have meaning) by virtue of their participation it system
The execution of syntagmresults in systepn in a runtime
instance ofTerminal Time And, as the audience interacts with
system, it produces syntaggna particular documentary out of the
space of all possible documentaries expressiblemfproducible
by) systera While the structure of syntagnis quite literally
determined by systesnfor the audience, the meanings expressed
by syntagrp are determined by a meshwork of different sign
systems, including the system of documentary imagdke system
of cinematic music, the linguistic system for Espli (the
voiceover), and a folk psychology of the executmhnsystem
(e.g. “we voted that religion is a problem in therld, and now
it's trying to make the point that religion is badThus syntagm

is multi-articulated; its meaning is determined just by system
but also by a number of sign systemstside the technical
system.

System is a meta-language for talking about systentterances

in system (syntagm or fragments) talk about potential utterances
of system (syntagm or fragments) (see Figure 4). Fberminal
Time system utterances, such as the rhetorical goal in Figure

! Since signs may be added or changed over timéy ascthe
modification or addition of rhetorical devices orstorical
events,Terminal Timeas a specific piece changes over time.

are a way of talking about potential sysgamterances, such as a
breathless, glowing description of the inventiontbé atomic
bomb. System offers effective authorial affordances when one
and the same syntagnsimultaneously talks about desired
syntagms (or fragments), and, when executed, implements the
appropriate systepnthat indeed produces the desired syntagms
This property is not trivial — there are a numbgways in which

it can fail to hold.

It can be the case that systefails to provide appropriate signs
for talking about desired properties of syntagRor example, an
early version of Terminal Time's architecture represented
historical events directly at the natural languggeeration and
video clip sequencing level. There was a fairlyedirconnection
between answers to the audience polls and the aénerof
specific text about specific events. Given thisteys, it was
impossible to expresgeneralrelationships between poll answers
and categories of events. For example, if the wigranswer to
the question “What is the biggest problem in thelevtoday” is
“It's getting harder to earn a living and supporfamily”, the
desired syntaggrshould include events demonstrating the evils of
capitalism. Given a relatively direct connectiontvieen poll
answers and natural language generation, thergvasho way of
expressing this more general desired property ofagyn, and
thus certainly no way of implementing the appraeriaystem
with syntagm.

It can be the case that syntaguatterancesgpurport to talk about
desired syntagmsbut in fact, when executed, don’t implement a
system that produces the desired syntagrRor example, in
Office Plant #1 statistical text classifiers map incoming emaibi
social and emotional categories. The categoriegapp in an
email stream then condition the physical behaviothe device.
However, if the email categories are being inappabely
assigned to individual emails, then the decisiorkingaprocess
that uses the assigned categories to decide whigfsiqal
behaviors to perform will make inappropriate demsi. That is,
the author will think that they're specifying a s, that reacts
in a specific way to, for example, apology email, when in fact
the internal labeapology (a sign in syntagm does not properly
correspond with the intuitive notion of an apologhhus the
statistical text classifiers must be trained inhsacway that the
labels (categories) produced by the classifier tzavappropriate
correspondence with email messages.

As a final example of the failure of authorial affance, it can be
that case that syntagris successful in simultaneously describing
a desired syntagirand implementing an appropriate systebut
that, when the audience (who may in fact be theesam the
author) actually experiences the produced syniagits
interpretation is different than expected. Thisugiion arises
precisely because syntagndoesn’'t participate in just the
technical systepy but in a meshwork of sign systemstside of
the technical system. That is, part (perhaps aelaayt) of the
meaning of syntaggris opaque to the technical system, but rather
comes along for the ride as the technical systemiputates and
produces signs. For example FHacade a beat, and the associated
beat behaviors, may purport to serve the dramaiictfon of
communicating that when Trip asked Grace to maim khe
wasn't really ready, while simultaneously commutiia that
they are both getting more upset and that Graceently feels
disaffiliated with the player. The associated beatle may
simultaneously describe the author’s vision of thesired run-



time experience, and, when executed, implementatié&or’s
vision of the desired runtime experience. But wttenauthor, or
another player, plays the experience, Trip and &aatually seem
less upset than in the preceding beat, even thahgh are
supposed to be more upset. What happened herat ithéhdetails
of the writing, and how the details of their phydiperformance
actually read, arextra-architectural they lie outside the literal
code of the system. Even though the beat is “pmiifay to spec”,
other sign systems are subverting its interpretati6very Al
system is doubled. A description of the code sysgenot enough
— we need to examine the rhetorical system.

4.2 The Rhetorical System

The signs of both systgmand systemare multi-articulated; their
meaning arises both from syntagmatic and paradigmat
constraints established by the respective codesrsgstbut also
from a collection of sign systen@utside of the code systems.
This collection of external code systems is thaatieal system.
Both authors and audiences make use of the rhat@ystem in
narrating the operation of the system and forminigritions with
respect to the system. The code and rhetoricadmsgsare tightly
entangled; both play a role in understanding imtgipe and
authorial affordances.

4.2.1 (Audience) Interpretive Surplus

Syntagm never completely describes all the properties of
syntagm; though system literally prescribes the possible
elements (paradigm) and spatial and temporal osiships
between elements (syntagm) of syntagem portion (perhaps a
large portion) of the signification is determineg éxternal sign
systems. This interpretive surplus occurs becauggters
operationalizes a meta-language (syntggfor describing the
audience experience (syntagmThe signifieds of this meta-
language are themselves signs, participating irereat sign
systems, which are handled by the meta-language.

The crafting of these external, handled signs, beso an
irreducible problem in design and aesthetics. Theselled signs
must be crafted to marshal the signifying resourcéshese
external sign systems in such a way as to matchptinported
meanings of the code system. For exampleFagade we as
authors have to write dialog that consistently camivates the
character of Grace and Trip, while communicatinganiegs

appropriate for a specific beat goal within a sfiedeat, while
also being re-sequenceable to various degreesifisdews of

dialog must meet multiple constraints establishgtidw the code
machine will make use of the line. Additional me®nis carried
by how a voice actor performs the line. The nuaméesnotional
tone, irony, sarcasm, desperation, etc., commuedday the voice
performance, must also be consistent with thesetaints. In

authoringFacade there is a reciprocal process between authoring

these handled signs (e.g. dialog, snippets of d@iimalata) and
code-level authoring within the architecture. Cetesicy between
handled signs and manipulation by the code machme
established by moving back and forth in the autipf these
two domains. But consistency is not the same attitgiethere are
always aspects of audience interpretation thatpesthe code
machine.

Another avenue for interpretive surplus is connoigt the
handled signs may become the plane of denotatian afo
connotative system. For example, ifierminal Time the

ideological arguments made by the system are dfiarposely)
undermined through irony. The details of imagerysio, and the
narrative track connote irony, while at the levéldenotation an
earnest argument is being made. For example, imliereligious
rationalist ideologue has been activated, & 26ntury event it
may make use of is the Chinese invasion of TibeithivW the
knowledge base, the two actors of this event aieetan
Buddhists (which the system infers are a kind BEligious
Group), and Maoists (which the system infers are a kind of
Rationalist through their connection telarxism). Furthermore,
the event is aVNar, instigated by theMaoists (Rationalists)
against theBuddhists (Religious Group), in which theMaoists
are successful. This is enough for the Anti-ReligidRationalist
to decide it can use this event asPasitive Example of
Rationalist Progress. Assuming that this event spin (the
ideologically-slanted  representation of the “ohjext
representation in the knowledge base) makes it ih& final
generated documentary, the system will earnedliyeathat this is
a positive example of Rationalists mopping up teenaining
dregs of irrational religion (e.g. “There were repo that
Buddhists monks and nuns were tortured, maimedexeduted.
Unfortunately such actions can be necessary whétlingathe
forces of religious intolerance.”) over a montage Tabetan
Buddhist imagery and Chinese soldiers holding moraits
gunpoint, while playing the happy, “optimistic” madoop. The
system does not “know” that it is undermining itsylament
through irony; irony is not a property describedhivi the code
machine. We as system authors marshaled the harsited
(language, video clips, music) to connote irony top of the
structure explicitly provided by the code machine.

Given that the audience interpretation of syntaglways escapes
full specification by the code machine, it may enpting to
conclude that computer-based art practice shoutdapity make
use of the signifying resources of external sigsteays via
handled signs. Crafting the handled signs, animasinippets,
imagery, video clips, music loops, and so fortiisfaomfortably
in the realm of more traditional art practice. Swh approach
would move back towards the “code as a hack” matiebwing
together the minimum code machine necessary toselyar
manipulate handled signs. But this approach wowdderely
compromise the intentional affordances. As the rprtive
surplus becomes larger and larger, with more ofinkerpretive
affordance pushed onto the handled signs, an imbalgrows
between the intentional affordances offered bysyystem and the
system’s ability to actually respond to these ititers. The rich
handled signs suggest many avenues of action taubence.
But with no corresponding richness in the code rimgtthere is
no way for the work to respond to these actions;rith, coarsely
handled signs suggest a richness of responsehhatdrk can't
satisfy. But the reason for designing a rich angressive
architecture goes beyond the “utilitarian” goal sifipporting
audience agency. The architecture (systemand systems
designed within it (syntagiy are themselves embedded in a
meshwork of external sign systems, providing thebaded artist
with a rich architectural surplus.

4.2.2 Architectural Surplus
Agre [2] describes how Al technical practice pr@sdnarrative
affordances that support Al researchers in creatitgries
describing the system’s operation.



... the practical reality with which Al people struggh their
work is not just “the world”, considered as somethi
objective and external to the research. It is muobre
complicated than this, a hybrid of physical realiyd
discursive construction. Technical tradition ceissi
largely of intuitions, slogans, and lore about éhéybrids,
which Al people call “techniques”, “methods”, and
“approaches”; and technical progress consists liarigethe
growth and transformation of this body of esotéradition.
[2:p. 15]

Different practices (e.g. classical Al, interactginAl) provide

different affordances for narrating system behaviBor the

classical Al researcher, the discursive constractionsists of
ways of talking about “goals”, “plans”, and “knowlige”, while

for the interactionist Al researcher, the discugstonstruction
consists of ways of talking about “embodiment”, tfan”, and

“improvisation”. These discursive constructions areecessary
part of the functioning of the system.

To understand what is implied in a claim that aegiv
computer model “works”, one must distinguish betwéso
senses of “working”. The first, narrow sense, ag&n
“conforms to spec” — that is, it works if its bel@vconforms

to a pregiven formal-mathematical specification. .he t
second, broad sense of “working” ... depends on dpecif
words of natural language. As | mentioned at theyve
beginning, an Al system is only truly regarded a®rking”
when its operation can be narrated in intentiomaabulary,

using words whose meanings go beyond mathematical

structures. When an Al system “works” in this breadense,
it is clearly a discursive construction, not jugnathematical
fact, and the discursive construction succeeds dnihe
community assents. [2:p. 14]

In typical Al research practice, these affordanaes often not
consciously acknowledged or manipulated. Rathay 8erve as
part of the unconscious background, co-evolvinghwthe

technical practice as a silent but necessary pairtrtbe research.
Systems are spoken of as having “goals” or engagimg
“embodied action”, as if these were primitive, ridadetectable
properties, like being blue, or being cold, rattiean the hard-
won results of rhetorical construction and debaBait in

Expressive Al practice, these discursive constonsti are an
explicitly manipulated resource, an architecturarptus that
makes the architecture not just a bunch of code,abway of
thinking about the world.

Within the semiotic framework of this chapter, taeechitectural
surplus (an interpretive surplus on the author )sidan be
understood as one or more meta-languages, in whéekigns in

system (syntagm) form the content plane, and as one or more

connotative systems, in which signs in the metatiage form the
plane of denotation.

For example, consider joint goals in ABL. The ccxgn for a

joint goal appears in Figure 5. The sign signifieat a team of
ABL agents will attempt to achiev&oall(). A meta-language
allows us to talk about and thus operate on thede signs. This
meta-language consists of ordinary language thathbeen co-
opted into talking about code signs. This metad@agg in turn
serves as the plane of denotation for a connotafye system —
this connotative sign system contains the “spilibva the co-

opted ordinary language, connotative meanings ¢satpe the

strict meaning of the code signs. In this case,ntie¢éa-language
sign for a joint goal connotes the idea of a te&people working

together, with all the non-formalized richness tdgtnotion. The
connotation lifts the code sign out of the circuritsed meaning
provided by the architecture, and into the moreneprded sign
system used to talk about coordinated human agctivit the

everyday world. Once lifted into this connotativestem, the
author can use the connotative sign system to thimbut the
human realm of teamwork. But new signs reachechinking in

the connotative plane can in turn have signifierstie meta-
language whose signifieds lie back in the codeesystThus
ordinary language, in this case the ordinary lagguaf human
teamwork, becomes a meta-language for talking atend

manipulating a technical system, in this case theecsystem for
joint goals in ABL. This movement, from code systeimto

ordinary language, and back into code system, esea
circulation of signs that suggests both new waysusihg the
architecture and new architectural elaborationghis case news
ways of using joint goals and new architecturabetations for
joint goals.

sign circulation

N
g

connotation

fiuman )
teamwor

“joint goal” \

joint goal | Potential
Goal 1() | execution of
joint goal
code sigi

Figure 5. Code signs, meta-language, and connotatio

Consider first how the ordinary language system hafman
teamwork suggests new ways of using joint goalshéneveryday
human world, we think of people coordinating to iagh goals
they want to achieve; that is, we imagine peoplértgaa positive
emotional valence towards a goal. Two people migam up to
hang a picture, or change a tire, but we don’tupetpeople
teaming up to have a big fight, or teaming up tooagplish a
mugging, with one team member the victim and oaentenember
the mugger. An author may thus never think of ugaigt goals
to coordinate a big fight among two agents. But mmagine that
in the connotative plane we start thinking aboaints of movie
actors or stage actors. In acting within a playravie, human
actors often tightly coordinate in the carrying aft dramatic
activity in which the characters strongly opposeheather, as in,
for example, a play in which a marriage falls apstyears of
buried frustrations and misunderstandings are tededlow this
gives us the leverage (meta-language) to imagimg yaint goals
in Facgade to tightly coordinate conflicts between characters
Ordinary language, used as both the plane of catinatand as
meta-language, is a necessary part otaked system — it provides
the code system with broader meaning and consdgsrggests
new ways of manipulating the code system. Notettiiatexample
involves consciously manipulating and exploring thlane of
connotation in order to reveal a new possibilitghivi the code
system. If we were uncritically wedded to the oadlinlanguage
system of “rationality”, in which people only puesigoals for
things they emotionally desire, then the code sysidea of
jointly accomplishing conflict may never arise.



The plane of connotation and meta-language not enfygests
ways of using the code system (syntggrbut modifications and
elaborations of the architecture itself (sysfenContinuing with
the joint goal example, consider the control ofivatyt within a
joint goal. In ordinary language, when we imagieam members
accomplishing a task together, we often imaginedéeision of
what step to do next being distributed among thentenembers.
Certainly there are hierarchical situations in Weh&cteam leader
is responsible for managing the teams, but manynweak
situations are more collaborative and decentralikidv consider
the initiation of joint goals in the code systemh&d one member
of a team initiates the joint goal, the other meral the team,
on successful entry into the joint goal, spawndbal at the root
of their active behavior tree (ABT). Only the joigbal initiator
has the goal deeper within the ABT. If other mershrthe team
initiate joint subgoals in the service of the amai joint goal,
these joint subgoals will appear at the originatiator's ABT
root. This is a bit counter-intuitive, given thaitlin the ABT
subgoals are normally children of the goal (viaehdvior) they
are in service to. But strictly at the code levsre is nothing
wrong with this arrangement. However, consider llog/ABT is
connotatively read or interpreted. The ABT captutesstructure
of an agent’s thoughts, its mind. It is not jusbaokkeeping
mechanism controlling execution, but rapresentationof the
agent’s activity. Reflective processes (meta-bedrayimay treat
the ABT directly as a representation. But even auithreflection,
the mechanisms for success and failure propagatien,many
annotations that modify success and failure propagaand
continuously monitored conditions, all work togettie support
the reading of the ABT as a representation. Whgonal appears
deep in the ABT, it is enmeshed in more complexepas of
activity than a goal shallower in the ABT — ABT defpecomes a
proxy measure for the complexity of the agent. Wfitis reading
of the ABT, combined with the ordinary language wmloof
teamwork, the default joint goal initiation mechamiis seen as
lacking. Initiated joint goals, since they are ajwat the root of
the ABT, aren’t able to fully participate in complpatterns of
activity. This is particularly problematic for “ffateams, in which
all team members equally participate in the conlogic for the
team, and thus both initiate and respond to requesenter joint
goals. This circulation between readings of the ABdde signs
for joint goals, and readings of these code signgjgests an
architectural modification supporting the initiatiof joint goals
anywhere in the ABT.

Authorial affordance consists not just of the codgstem
relationship that syntagnsimultaneously implements systeand

describes syntagmbut also of the rhetorical relationship that

syntagm is readable and handleable by interpretive systamis
meta-languages. An architecture is a machine wkthiith. The
complex circulation between code signs and therpnégive
framework provides authors with both resistancamgsahings
will appear hard or impossible) and opportunitywrideas arise).
Thinking with the architecture suggests
experiences, creating a feedback loop between qatlatention
and the details of theotal system (code + rhetoric). But
establishing this interpretive framework, the plafieconnotation
and meta-language, takes real work. It is the anécof a practice
that simultaneously tries to articulate the codehiree and the
ways of reading it and talking about it. In contraspractice that
views the system as a hack, as a means to an éldikely

new aucdienc

construct systems with poor authorial affordandasking both
the code system relationships and rich rhetoricaméworks
necessary to enable new audience experiences.

4.3 Idioms

Idioms are ways of using an architecture, conveafictructures
for the authoring of syntagmldioms arise through the interplay
of the architecture and its interpretive framewotksa sense, the
idioms actually cash out the interpretive framewdsking the
place where interpretation and code meet. Thishig iioms are
so important for truly understanding an architesltimystem. An
abstract description of a code system will makeafs#l kinds of
ordinary language words, such as “plan”, or “embddactivity”,
or “learning”, but understanding the particular aglement of
rhetoric and code that is the total system requésesnining the
detailed circulation between these language sigdscade signs.
Idioms are the place where this detailed circutatiocurs.

As idioms become larger and more diffuse, they mhegstricting
the circulation between code and rhetoric. The iges become
large and diffuse, making the connotative liftingdameta-
language handling difficult. Idioms can thus reveaakdowns in
the total system, conceptual domains in which theulation
between rhetoric and code are restricted. The Hoaks suggest
architectural opportunities, modifications of thehdtecture that
enable new idioms and simultaneously re-articuldtee
interpretive sign systems, providing new ways dkitg and
thinking about the code system. Systems built withem explicit
concern for authorial affordances are likely toaleidiom, and
thus severely restrict the circulation between atietand code.
This would be the case, for exampleFd¢cadewas written as a
giant program in a standard programming language as C. The
only code signs at our disposal would be the ratberlevel
signs provided by C. Everything else would be idiewth large
chunks of C code having only a diffuse relationgbigigns of the
audience experience (syntagnand to connotative and meta-
languages. This extreme case of the code systeng Imgithing
but idiom, code piled on code, provides poor aughor
affordances, making it difficult to think about,sdover, and
express, new conceptual
experiences.

4.4 Generality of the Doubled Machine

The use of a structural semiotic terminology irstbhapter, with
the focus on “sign systems”, “languages”, “conriotdt and so

forth, may lead a reader to conclude that the aislyf

affordances in terms of doubled machines of rhetand code is
only useful for classical Al systems, with theirpégit focus on

symbolic knowledge. The analysis applies much mmeadly

than this, however, to any Al or ALife practicel Auch practices
make use of a rich entanglement between technysaémms and
ways of talking and thinking about the technicadteyn. Consider
a robot built along the lines of subsumption aksttitre [6], in

which finite state machines mediate rather diredtigtween

sensory input and motor actuation. The finite statehines may
in fact be implemented entirely in hardware, rathan as code in
a general purpose micro-controller. Yet there istih a “code

machine” that participates in complex discursiveagtouctions.

Wires bearing voltages are in no less need of pné¢ation than
fragments of textual code, and participate in to@es sign system
relationships that support interpretive and autii@ifordances.

frameworks and new audience



The focus in this chapter on authorship may sityildead a
reader to conclude that this analysis is not releva machine
learning. But again, the methods of machine learcionsist of a
technical/rhetorical system, one organized arouved“tkearning”
or “discovering” of “patterns” in “raw data”. Butpf course,
human authors select the primitive features, defitie
representations of hypotheses or distributionsindethe search
methods employed to tune parameters, and designphaieular
machine learning methods are embedded in largéitectures.
For exampleffice Plant #1makes use of the technical/rhetorical
system of text learning as part of an architecsupporting the
creation of a non-human companion responding tdl @civity.

5. Conclusion

This paper develops authorial and interpretive rdfioces as
central terms in the hybrid practice of Expressiké The
relationship between these two affordances showsE@ressive
Al is simultaneously concerned with art’s creatmmmeaningful
experience (and the consequent focus on interfetaf the art
object), and Al's construction of machines that barunderstood
as behaving intelligently (and the consequent foous the
structures, properties and processes of these nemhi
Structuralist semiotics, through its concern witmnssystems and
the relationships between systems, provides a comground in
which both the artwork as experienced by the awdieand the
construction of machines as experienced by theoaatmn be seen
as instances of sign systems — this provides #radwork for a
more detailed analysis of the relationship betwethese
affordances.

As an analytical framework, structuralist semiotiess its limits.
Arising from the tradition of Sassure, its viewtbe world as a
meshwork of language systems whose rules can Hgzadahas
trouble accounting for the actual processes inwblivethe use
and production of signs. Some work in the analysfs
computational media has fruitfully made use of &man

semiotics, whose sign concept includes a notiomedning more
amenable to process (e.g.[1, 7:chapter 4]). Fudhalysis of the
negotiation of meaning in technical systems coulitftilly make

use of ethnographic and phenomenological framewdtks/ever,

the structuralist analysis here, with its focustbe relationships
between sign systems, goes a long way towards stageling
both how and why Expressive Al is simultaneousiynaaned
with the code system and audience interpretation.
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